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Dansk resumé
Nærværende speciale er en gennemgang af en K-teoretisk klassi�cering af

en klasse af C∗-algebraer, de såkaldte AD algebraer. AD algebraerne er
netop de C∗-algebraer som fås som tællelige direkte limites af endelige direkte
summer af matrixalgebraer over cirkelalgebraen og dimensionfaldsalgebraer.
Det vises ved et eksempel at klassisk K-teori bestående af de ordnede K-
grupper ikke er en fuldstændig invariant for klassen af reel rang nul AD
algebraer. Hovedresultatet i specialet er Søren Eilers' bevis for at en udvidet
invariant, nærmere bestemt klassisk K-teori sammen med den ordnede K0-
gruppe med koe�cienter i Z/n og de to naturlige transformationer, er en
stærkt fuldstændig invariant for klassen af reel rang nul AD algebraer hvor
torsionen i K1-gruppen annihileres af n. Et billedresultat for invarianten
inddrages og bruges til at vise at invarianten kan reduceres til klassisk K-
teori når man restringerer til simple C∗-algebraer.

Abstract in English

In this thesis we give a thorough description of a K-theoretical classi�cation
of a class of C∗-algebras called the AD algebras. The class of AD algebras
consists of the countable inductive limits of �nite direct sums of matrix alge-
bras over the circle algebra and the dimension drop algebras. By an example
it is shown that classical K-theory, consisting of the ordered K-groups, is not
a complete invariant for the class of real rank zero AD algebras. The main
result is the proof by Søren Eilers that the invariant consisting of classical K-
theory with the ordered K0-group with coe�cients in Z/n and its associated
natural transformations augmented, is a strongly complete invariant for the
class of real rank zero AD algebras for which n annihilates the torsion in the
K1-group. By a recently established range result for the invariant, we prove
that when restricting to simple C∗-algebras one may reduce the invariant to
classical K-theory.
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0 Prologue

The main purpose of this thesis has been to give a thorough description of a solution to
a small part of the wide problem of classifying C∗-algebras by K-theoretical invariants,
namely the solution presented in [Eil95].

0.1 Concerning classi�cation

A common approach to the problem is to consider but a small class of C∗-algebras and
examine whether a given K-theoretical invariant su�ces. As part of the examination
of an invariant F , one may determine the range of the invariant, i.e. determine which
objects F (A) that appear when A runs through the whole class, and one may determine
whether the invariant can be reduced, i.e. whether the invariant is still complete when
one omits certain parts of it.
An invariant F is called (weakly) complete if F (A) ∼= F (B) implies A ∼= B for all C∗-

algebras A and B in the given class. If furthermore any isomorphism ϕ : F (A)→ F (B)
can be lifted to an isomorphism α : A → B (such that F (α) = ϕ), then the invariant is
called strongly complete.
The perhaps most strong and simply formulated classi�cation result was proven by

E. Kirchberg and N. C. Phillips independently around 1994. It states that the group
K∗(−) is a strongly complete invariant for the class of purely in�nite, separable, nuclear
C∗-algebras for which the UCT holds. Most classi�cation results, however, concern only
certain inductive limit classes, i.e. classes of countable inductive limits of small collections
of C∗-algebras.
A classical result proven by G. Elliott in 1976, [Ell76], is that the invariant consisting

of the group K0(−) together with its positive cone K0(−)+ and the scale Σ(−) ⊆ K0(−)+

is a strongly complete invariant for the class of AF algebras.
The class of AF algebras consists of the countable inductive limits of �nite direct sums

of matrix algebras. And during the last thirty years, the agenda has been to expand to
larger inductive limit classes and see whether the invariant su�cies, and how to expand
it when is does not su�ce.
Now, the AF algebras, as well as the simple purely in�te C∗-algebras, have real rank

zero. A condition one usually has to demand of one's C∗-algebras to achieve a K-
theoretical classi�cation result. Real rank zero guaranties the existence of many pro-
jections and therefore lots of information in the K0-group. However, in the case, for
example, of a simple inductive limit of homogeneous C∗-algebras, real rank zero will
force the connecting maps of the system to approximately act as the maps in a system
of �nite direct sums of matrix algebras. This illustrates how harsh a demand real rank
zero is, and it somewhat explains why one is more capable of classifying real rank zero
C∗-algebras.
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0.2 The structure of the thesis

In this thesis we consider a slightly larger inductive limit class than the AF algebras,
namely the class of AD algebras which consists of the countable inductive limits of �nite
direct sums of matrix algebras over the circle algebra and the dimension drop algebras. A
class that still seems fairly small but has proven to contain lots of interesting C∗-algebras,
including the irrational rotation algebras, cf. [EE93].
As we will see, the above invariant, even with the group K1(−) and the positive cone

K∗(−)+ added, is not complete for the class of AD algebras.
Hence K-theory with coe�cients in Z/n is introduced, and this expanded invariant

turns out to be strongly complete for the class of real rank zero AD algebras where
tor K1(−) is annihilated by n. Via the range result for the invariant that was established
in [ET], one sees that the invariant may be reduced to ordinary ordered K-theory when
one considers, for example, only simple AD algebras.
Before all this is done, however, we �rst introduce inductive limits of both C∗-algebras

and abelian groups � to be able to properly de�ne the C∗-algebras in question � and then
introduce K- and KK-theory � to be able to properly de�ne the invariant in question.

0.3 As for the notation

As for the notation, we write SA = C0((0, 1), A) for the suspension of a C∗-algebra A,
−⊗− denotes the minimal tensor product of C∗-algebras, and A∼ denotes the minimal
unitization of a C∗-algebra A. Also, we denote the n × n matrices over C by Mn, and
the n× n unit-matrix by 1n.
By an ideal in a C∗-algebra we always mean a two-sided, closed ideal. For any unital

C∗-algebra A we denote the unit in A by 1, and by η : C → A we denote the canonical
embedding x 7→ x1. In all other cases embeddings whose de�nition seem obvious, will
be denoted by ι.
We will be dealing a lot with �nite abelian groups and will therefore be doing some

integer calculations: by (n, k) we denote the greatest common divisor of the integers n
and k, and we write n | k when n divides k.

0.4 Thank you for the music

The thesis was completed when I visited the Fields Institute in Toronto, so thanks are due
to the Fields Institute for their hospitality and to Niels Bohr Fondet for their �nancial
support of my visit. Finally, I would like to thank my husband Tarje Bargheer for being
more perfect than me at being a manifestation of that which I am, my friend David
Kyed for bringing me chai and croissants, and my supervisor Søren Eilers in particular
for highly professional guidance, for always insisting that I should ask him more questions,
and of course for doing such fun mathematics. I would also like to thank all three for
providing me with music to listen to while working on this thesis.

Sara Arklint
Nørrebro, December 2007
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1 Inductive limits

As the C∗-algebras of interest in this thesis is an inductive limit class, we must �rst
become acquainted with the notion of an inductive limit. To clarify the notation and
constructions used throughout the thesis, a short introduction to inductive limits is here
given. Consult e.g. [Wei94] and [RLL00] for more details on inductive limits in general
respectively for C∗-algebras and (ordered) abelian groups.

1.1 Inductive limits within a general category

First we de�ne the category of inductive I-systems over a �xed category.

De�nition 1.1 In a given category an inductive I-system (Xi, fi,j) over a directed set I
consists of objects Xi for each i ∈ I and morphisms fi,j : Xj → Xi for each i > j that
satisfy fi,k = fi,jfj,k when i > j > k. A morphism (ϕi) : (Xi, fi,j)→ (Yi, gi,j) of inductive
systems is a family of morphisms ϕi : Xi → Yi that satisfy ϕifi,j = gi,jϕj whenever i > j.

Notice that a covariant functor will map an inductive I-system into an inductive I-
system and a morphism of systems into a morphism of systems.
We now de�ne the inductive limit of an inductive system. One may think of the limit

as a sort of least upper bound of the system, if one thinks of the morphisms fi,j : Xj → Xi

as inequalitys Xj < Xi.

De�nition 1.2 Considering an object X together with a family of morphisms fi : Xi →
X, we say that (X, fi) is compatible with the system (Xi, fi,j) if fj = fifi,j whenever
i > j. And (X, fi) is called an inductive limit of (Xi, fi,j) if furthermore it has the

universal property that whenever (Y, gi) is also compatible with (Xi, fi,j) then there
exists exactly one morphism f : X → Y such that gi = ffi for all i ∈ I.

If the category behaves nicely, every inductive I-system will have an inductive limit.
Notice that the universal property ensures uniqueness of the inductive limit of a given
system. Hence we can let lim−→(Xi, fi,j) (for short lim−→Xi) denote the limit of the system

(Xi, fi,j) if it exists. The universal property also ensures that a co�nal subsystem will
have the same limit as the original system.
We will only be dealing with countable inductive systems, i.e. inductive N-systems,

and only within the category of C∗-algebras and within the category of (ordered) abelian
groups. We will write the inductive N-systems as (Xi, fi) with fi = fi+1,i as one can
reconstruct fi,j as fi,j = fi−1 · · · fj whenever i > j. Within these categories any inductive
system will admit an inductive limit, and we use the following constructions of the limit.
Please note that to ease notation, representatives of cosets are considered instead of

the cosets themselves.

1.2 Inductive limits of C∗-algebras

Construction 1.3 Given an inductive system (Ai, fi) of C∗-algebras, we consider the
C∗-algebra

∏
i∈NAi of bounded sequences (ai) with each ai ∈ Ai, together with its ideal
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∑
i∈NAi consisting of sequences (ai) where ‖ai‖ converges to zero. For each i ∈ N one

de�nes

f∞,i : Ai →
∏
j∈N

Aj

/∑
j∈N

Aj

as f∞,i(a) = (aj) with aj = fj,i(a) when j > i, ai = a, and aj = 0 elsewise. Together
with the C∗-subalgebra

A =
⋃
i∈N

im f∞,i

these homomorphisms form the inductive limit (A, f∞,i) of the system (Ai, fi).

In fact, lim−→ is a functor from the category of inductive systems of C∗-algebras to

the category of C∗-algebras, and for a morphism (αi) : (Ai, fi) → (Bi, gi) one de�nes
lim−→αi : lim−→Ai → lim−→Bi on the above dense subset as (ai) 7→ (αi(ai)).
Consider an inductive system (An, fn) and a (B, βn) which is compatible with it.

According to [RLL00, 6.2.4], (B, βn) is the limit of (An, fn) if B =
⋃
n imβn and kerβn ⊆

ker f∞,n holds for all n ∈ N. This is quite useful when one wants to determine the limit
of a concrete inductive system.

Example 1.4 Consider the maps fn : Mn → Mn+1 given by a 7→ diag(a, 0). This makes
(Mn, fn) an inductive system of C∗-algebras, and we now claim that the compact oper-
ators K(H) on the separable Hilbert space H = `2(N) is its limit. Let (en) denote an
orthonormal basis for H, and de�ne ϕn : Mn → K(H) as ϕn(a)(ek) =

∑
i aikei when

a = (aij).
Notice that ϕn = ϕn+1fn for any n, i.e. that (K(H), ϕn) is compatible with (Mn, fn).

Clearly, kerϕn = 0 ⊆ ker f∞,n for any n, and as
⋃
n imϕn equals the operators of �nite

rank,
⋃
n imϕn = K(H). Hence (K(H), ϕn) = lim−→(Mn, fn).

1.3 Inductive limits of (ordered) abelian groups

Inductive limits of abelian groups is also of interest to us as the K-groups of a C∗-al-
gebra are abelian groups. Since the K-groups to be de�ned and studied later on are
ordered groups, we �rst need to know the de�nition of the category of ordered groups.
The category of ordered groups has as objects ordered groups and as morphisms positive
group homomorphisms.

De�nition 1.5 An ordered group (G,G+) is an abelian group G together with a subset
G+ ⊆ G, called the positive cone of G, that satis�es G+ + G+ ⊆ G+, G+ ∩ (−G+) = 0
and G+ + (−G+) = G. A group homomorphism ϕ : G → H between ordered groups is
called positive if ϕ(G+) ⊆ H+.

We write g ≥ h if g − h ∈ G+, and one can readily verify that this de�nes a partial
order on G. Notice that G+ ∩ torG = 0, hence a torsion-group cannot be made into an
ordered group.
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Construction 1.6 For an inductive system (Gi, fi) of (ordered) abelian groups, one con-
structs in a very similar fashion the group

G =
{

(xi) ∈
∏
i∈N

Gi

∣∣∣∣ fi(xi) = xi+1 eventually

}/{
(xi)

∣∣∣∣ xi = 0 eventually

}
and homomorphisms f∞,i : Gi → G as f∞,i(x) = (xj) with xj = fj,i(xi) when j > i,
xi = x, and xj = 0 elsewise. Then (G, f∞,i) will be the inductive limit of (Gi, fi) within
the category of abelian groups. If the groups Gi are ordered groups, and the maps fi
positive group homomorphisms, one de�nes G+ =

⋃
i∈N f∞,i(G

+
i ) hereby ordering G,

and (G, f∞,i) will then be the inductive limit of (Gi, fi) within the category of ordered
abelian groups.

Notice that by construction

G =
⋃
i∈N

im f∞,i.

Again, lim−→ is a functor, and given a morphism (ϕi) : (Gi, fi) → (Hi, gi) one de�nes

lim−→ϕi : lim−→Gi → lim−→Hi as (xi) 7→ (ϕi(xi)).
Consider an inductive system (Gn, fn) and a (H,ϕn) which is compatible with it.

According to [RLL00, 6.2.5], (H,ϕn) is the limit of (Gn, fn) ifH =
⋃
n imϕn and kerϕn ⊆

ker f∞,n holds for all n ∈ N. Again, this is quite useful when one wants to determine the
limit of a concrete inductive system.

Example 1.7 Consider the inductive system (Z, 2), i.e. the system (Gn, fn) with Gn = Z
and fn : Z → Z de�ned as fn(x) = 2x. Consider the group Z[1

2 ], i.e. the subgroup
{ x

2k
| x ∈ Z, k ∈ N0} of Q, and de�ne ϕn : Z→ Z[1

2 ] as ϕn(x) = x
2n .

Now, ϕn = ϕn+1fn for any n, hence (Z[1
2 ], ϕn) is compatible with (Z, 2). Notice that

kerϕn = 0 ⊆ ker f∞,n for each n; and clearly
⋃
n imϕn = Z[1

2 ]. Hence, (Z[1
2 ], ϕn) =

lim−→(Z, 2).
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2 K-theory and KK-theory

Later on we will de�ne an invariant for AD algebras, and it will be de�ned in means
of KK-theory. The approach in this thesis to K-theory and KK-theory has been on a
strictly need-to-know basis. This section is meant as a not-to-rough introduction to the
necessary parts of the subjects, mostly aimed at those readers who are not completely
foreign to K-theory. The main sources have been [Bla98] and [RLL00].
We will be regarding K-theory both as a special case of KK-theory, and, when nec-

essary, as formal di�erences of equivalence classes of projections resp. homotopy classes
of unitaries. We use the more-or-less standard notation of [p]0 denoting the equivalence
class in K0(A) of the projection p, [u]1 the homotopy class in K1(A) of the unitary u,
and [α] the KK-class in KK(A,B) represented by the ∗-homomorphism α : A→ B.

2.1 An idea of KK(A,B)

KK(−,−) is a bifunctor, contravariant in the �rst variable and covariant in the second,
from the category of C∗-algebras to the category of abelian groups (sometimes into the
category of ordered abelian groups).
For any k ∈ N, a ∗-homomorphism α : A→Mk(B) induces a KK-class, i.e. an element

[α] in KK(A,B), and two homotopic ∗-homomorphisms lie in the same KK-class. By
Cuntz' Quasihomomorphism Picture of KK(A,B), one may think of the elements in
KK(A,B) as homotopy classes of generalised ∗-homomorphisms. In fact, most of the
KK-groups we consider are generated by formal di�erences of classes that are represented
by ∗-homomorphisms. As noted in [Eil95, p. 19],

KK(In, A) = {[α] | α : In →Mk(A) a ∗-homomorphism}

and
KK(I∼n , A) = {[α]− [α′] | α, α′ : In →Mk(A) are ∗-homomorphisms},

where the C∗-algebras In and I∼n are to be de�ned in section 3, and the groups KK(In, A)
and KK(I∼n , A) are to be studied in section 4.

2.2 Some isomorphisms

The natural isomorphisms mentioned below will be regarded as identities. See [RS87,
1.11] for a reference.
Recall that two C∗-algebras A and B are said to be homotopy equivalent if there are
∗-homomorphisms α : A→ B and β : B → A such that βα is homotopic to idA (i.e. such
that there is a point-wise continuous path of ∗-homomorphisms from βα to idA) and such
that αβ is homotopic to idB.

Proposition 2.1 The functors KK(C,−) and KK(SC,−) are naturally isomorphic to
K0(−) respectively K1(−); the �rst isomorphism given by [p]0 7→ [1 7→ p]. The bifunctor
KK(−,−) is homotopy invariant and stably invariant in both variables; the stability
isomorphism being induced by a 7→ diag(a, 0, . . .). One has Bott periodicity, i.e. that
KK(S−,−) is naturally isomorphic to KK(−, S−), and KK(S2−,−) to KK(−,−).

6



In some situations we will need the explicit construction of the Bott map from K0(A)
to K1(SA), so we state it here. See [RLL00, 11.1-2] for more details and a proof.

Proposition 2.2 Given a C∗-algebra A, the Bott map

βA : K0(A)→ K1(SA)

is an isomorphism. When A is unital, βA is de�ned by [p]0 7→ [fp]1 where fp(t) =
e2πitp+ (1n − p) when p ∈Mn(A).

2.3 The Kasparov product

The following map, the Kasparov product, is quite essential. Again, see [RS87, 1.11]
and [Bla98, 18.7.1] for references.

Proposition 2.3 Given C∗-algebras A, B and C, there is a map

KK(A,B)×KK(B,C)→ KK(A,C)

which is associative, distributive with respect to the group structures, and natural in
both variables. When A = B then idA is a left unit, and when B = C then idB is a
right unit. It generalizes composition of ∗-homomorphisms, i.e. given ∗-homomorphisms
α : A→ B and β : B → C then [βα] = [α][β].

For an element x ∈ KK(A,B) we let x· : KK(B,C) → KK(A,C) denote the group
homomorphism given by Kasparov multiplication from the left y 7→ xy, and we let
·x : KK(C,A) → KK(C,B) denote the group homomorphism given by Kasparov multi-
plication from the right y 7→ yx.
A family of group homomorphisms ϕA : KK(A,B) → KK(A,C) is called KK-natural

(resp. natural) in A if the diagram

KK(A,B)
ϕA // KK(A,C)

KK(A′, B)
ϕA′ //

x·

OO

KK(A′, C)

x·

OO

commutes for all A and A′ and all x ∈ KK(A,A′) (resp. for all x ∈ KK(A,A′) of the
form x = [α] with α : A→ A′ a ∗-homomorphism). The term KK-naturality makes even
more sense if one thinks of it as naturality within the KK-category whose objects are
separable C∗-algebras and whose morphisms from A to B are KK(A,B). KK-naturality
and naturality of a family of maps ψB : KK(A,B)→ KK(D,B) is de�ned similarly.
For nicely behaving C∗-algebras one has the six-term exact sequences. See e.g. [RS87,

1.11] for a reference.

Proposition 2.4 When B and D are separable C∗-algebras and B is nuclear, then any
short exact sequence

0 // A
α // B

β // C // 0
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of C∗-algebras induces two exact sequences

KK(D,A)
·[α] // KK(D,B)

·[β] // KK(D,C)

δ0
��

KK(SD,C)

δ1

OO

KK(SD,B)
·[β]

oo KK(SD,A)
·[α]

oo

and

KK(A,D)

δ1

��

KK(B,D)
[α]·oo KK(C,D)

[β]·oo

KK(C,SD)
[β]·

// KK(B, SD)
[α]·

// KK(A,SD)

δ0

OO

that are KK-natural in D.

The vertical connecting maps of the two six-term exact sequences associated to a
mapping cone sequence are easy to describe. See [Bla98, 19.4.3].

De�nition 2.5 The mapping cone sequence associated to the map α : A → B is the
short-exact sequence

0 // SB
ι // C(α) π // A // 0

where the cone of α is de�ned as

C(α) = {(a, f) ∈ A⊕ C0((0, 1], B) | f(1) = α(a)}

and the maps are given as ι(f) = (0, f) and π(a, f) = a.

Proposition 2.6 Given a map α : A→ B between nuclear, separable C∗-algebras A and
B, and a separable C∗-algebra D, then, using Bott periodicity, the vertical connecting
maps of the six-term exact sequences associated to the mapping cone sequence of α, are
in the covariant case

KK(D,A)
·[α] // KK(D,B) = KK(SD,SB)

and

KK(SD,A) = KK(D,SA)
·[Sα] // KK(D,SB) ,

and in the contravariant case

KK(SB, SD) = KK(B,D)
[α]· // KK(A,D)

and

KK(SB,D)
[Sα]· // KK(SA,D) = KK(A,SD) .
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2.4 Order structure on KK(A,B)

We desire to de�ne K-theory with coe�cients via KK-theory, and as we desire to de�ne
an order on these new K-groups, we need the following de�nition.

De�nition 2.7 De�ne the positive cone as

KK(A,B)+ = {[α] | α : A→Mk(B) a ∗-homomorphism , k ∈ N} ⊆ KK(A,B),

and the scale as

KK(A,B)+,Σ = {[α] | α : A→ B a ∗-homomorphism } ⊆ KK(A,B).

In the general case, this does not make (KK(A,B),KK(A,B)+) into an ordered group.
However, via the isomorphism K0(−) = KK(C,−) of 2.1, it is a generalization of the
positive cone

K0(A)+ = {[p]0 | p ∈Mn(A) a projection , n ∈ N}

and the scale
Σ(A) = {[p]0 | p ∈ A a projection}

in K0(A).

2.5 Split-exactness

Recall that a short sequence of Z-modules or C∗-algebras

0 // A
ϕ // B

ψ // C // 0

is said to split if there are splitting maps σ : C → B and τ : B → A satisfying τϕ = idA,
ψσ = idC and ϕτ + σψ = idB. Since a short sequence that splits is exact, we also
refer to such sequences as split-exact. If the above sequence is exact and we have a map
σ : C → B with ψσ = idC , we can construct one and only one map τ : B → A such that
τ and σ are splitting maps and the sequence in question splits, and we will therefore
often only specify the map σ and refer to it as the splitting map.

Lemma 2.8 Given any split-exact sequence

0 // A
ϕ //

B
ψ //

τ
oo C //

σ
oo 0

of nuclear, separable C∗-algebras and any separable C∗-algebra D, the two induced
sequences in KK-theory

0 // KK(C,D)
[ψ]· // KK(B,D)
[σ]·

oo
[ϕ]· // KK(A,D) //
[τ ]·

oo 0
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and

0 // KK(D,A)
·[ϕ] // KK(D,B)

·[ψ] //
·[τ ]

oo KK(D,C) //
·[σ]

oo 0

are both split-exact with splitting maps induced by the splitting maps of the sequence of
C∗-algebras, and the induced maps are all positive. The splittings are KK-natural in D.

Proof. As D is separable we get by 2.4 that KK(−, D) and KK(D,−) are half-exact on
short-exact sequences of nuclear C∗-algebras, and it is easily seen that any half-exact co-
or contravariant functor is split-exact. The de�nition of the positive cone in the KK-
groups insures that the induced maps are positive by construction. And the splittings
are KK-natural in D by associativity of the Kasparov product. ♥

Remark 2.9 Consider two homomorphisms ϕ,ψ : A → B where A = A1 ⊕ · · · ⊕ Am
and B = B1 ⊕ · · · ⊕ Bn, and denote by ιAs : As → A, πAs : A → As, ι

B
r : Br → B and

πBr : B → Br the canonical injections and projections. As a consequence of lemma 2.8

m∑
s=1

[ιAs π
A
s ] = [idA] and

n∑
r=1

[ιBr π
B
r ] = [idB],

hence if [πBr ϕι
A
s ] = [πBr ψι

A
s ] for all r, s then

[ϕ] = [idA][ϕ][idB]

=
∑
r,s

[ιAs π
A
s ][ϕ][ιBr π

B
r ]

=
∑
r,s

[πAs ][πBr ϕι
A
s ][ιBr ]

=
∑
r,s

[πAs ][πBr ψι
A
s ][ιBr ]

= [ψ]

as elements of KK(A,B).

2.6 The Universal Coe�cient Theorem

Since we will have some use of the Universal Coe�cient Theorem by Rosenberg and
Schochet, we will be needing the notion of the bootstrap class.

De�nition 2.10 The bootstrap class is the smallest class of C∗-algebras that contains
the separable, abelian C∗-algebras and is closed under stable isomorphism, countable
inductive limits, extensions, and crossed products by Z and R.

As a direct sum is an extension, we notice that the bootstrap class is closed under
taking countable direct sums.
When considering the graded K∗-groups, we abuse the notation Hom(K∗(A),K∗(B))

by letting it denote the graded homomorphisms K∗(A) → K∗(B); the same applies to
Ext1(K∗(A),K∗(B)) as we let it denote Ext1(K0(A),K0(B))⊕ Ext1(K1(A),K1(B)).
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Theorem 2.11 (Universal Coe�cient Theorem, [RS87]) If the C∗-algebra A is separable
and nuclear and lies in the bootstrap class, and the C∗-algebra B is σ-unital, then there
exists a short exact sequence

0 // Ext1(K∗(A),K∗(SB)) ∆ // KK(A,B) Γ // Hom(K∗(A),K∗(B)) // 0

which is KK-natural in A and B. The map Γ is given by Kasparov multiplication from
the right. The sequence splits unnaturally.

The de�nition of Γ uses the identi�cations K∗(A) = KK(C, A) ⊕ KK(SC, A) and
K∗(B) = KK(C, B) ⊕ KK(SC, B); so given a ∈ KK(A,B), Γ(a) is the map (x, y) 7→
(xa, ya) where xa and ya denotes the Kasparov product of x with a and y with a.

2.7 Continuity of KK(A,−)

As we are dealing with an inductive limit class, the following is indispensable. Via [Bla98,
21.3.1] it follows from [RS87, 7.13].

Proposition 2.12 If A is separable, nuclear and lie in the bootstrap class, and the group
K∗(A) is �nitely generated, then KK(A,−) is continuous, i.e. given an inductive system
(Bi, fi) of C∗-algebras such that lim−→(Bi, fi) is σ-unital then (KK(A, lim−→Bi), ·[f∞,i]) is

naturally isomorphic to the limit of the inductive system (KK(A,Bi), ·[fi]) of abelian
groups. If furthermore each KK(A,Bi) is an ordered group, then (KK(A, lim−→Bi), ·[f∞,i])
is the limit of (KK(A,Bi), ·[fi]) within the category of ordered groups.

As for the scale, one sees by reading the proof of [RLL00, 6.3.2] that in the case of
A = C then KK(C, B)+,Σ =

⋃
i{[fiα] | α : C→ Bi}.
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3 AD algebras

We are now ready to de�ne the algebras in question and then show that they satisfy
certain propertys. We will also state some quite powerful technical theorems that we will
be needing later on.

3.1 De�nition of AD algebras

Consider for each n ∈ N\{1} the nonunital dimension drop algebra

In = {f ∈ C([0, 1],Mn) | f(0) = 0, f(1) ∈ C1n}

and the dimension drop algebra

I∼n = {f ∈ C([0, 1],Mn) | f(0), f(1) ∈ C1n}

where 1n denotes the identity matrix in the n× n matrices Mn.
To get a feeling of the nonunital dimension drop algebras, we start out with a small

technical lemma from [DL94, 1.7].

Lemma 3.1 Consider a ∗-homomorphism α : In → A for some C∗-algebra A. Then the
∗-homomorphism diag(α, . . . , α) : In →Mn(A) is null homotopic.

Proof. De�ne β : In →Mn(In) as f 7→ diag(f, . . . , f). As diag(α, . . . , α) factors through
β, it su�ces to prove that β is null homotopic.
View Mn(In) as {f ∈ C([0, 1],Mn ⊗Mn | f(0) = 0, f(1) ∈ C(Mn ⊗ 1n)}, whereby

β(f) = 1n⊗f , and let u ∈Mn⊗Mn denote a unitary satisfying u(1n⊗Mn)u∗ = Mn⊗1n.
Now, de�ne a point-wise continuous path s 7→ βs : In →Mn(In) as

βs(f)(t) = u(1n ⊗ f(st))u∗.

As β0 = 0 and β1 = ad(u)β, we see that ad(u)β is null homotopic. And by taking a
point-wise continuous path s 7→ us ∈ Mn ⊗Mn with u0 = u and u1 = 1, we get a path
s 7→ ad(us)β from ad(u)β to β. ♥

For later use, we de�ne δi : I∼n → C by δi(f)1n = f(i), a sort of evaluation at the
endpoint i ∈ {0, 1}. We also de�ne the maps inn,m, inn,m : I∼m → M m

(n,m)
(I∼n ) as follows.

Given f ∈ I∼m, we consider diag(f, . . . , f) ∈ M nm
(n,m)

(C([0, 1])) consisting of n
(n,m) copies

of f on the diagonal. As diag(f(0), . . . , f(0)), diag(f(1), . . . , f(1)) ∈ C1 nm
(n,m)

, one may

view diag(f, . . . , f) as an element of M m
(n,m)

(I∼n ). We de�ne inn,m(f) = diag(f, . . . , f)

and inn,m(f)(t) = diag(f(1− t), . . . , f(1− t)).
The AD algebras are build from the the circle algebra C(S1) and the unital dimension

drop algebras I∼n by being the smallest class of C∗-algebras that contains C(S1) and
I∼2 , I∼3 , I∼4 , . . . and is closed under tensoring with Mn, under taking �nite direct sums,
and under taking countable inductive limits.
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De�nition 3.2 An AD algebra is a C∗-algebra isomorphic to a countable inductive limit
of the form

lim−→

(
Nn⊕
k=1

Mmn,k(An,k), fn

)
with each An,k ∈ {C(S1), I∼2 , I∼3 , I∼4 , . . .}.

We will refer to C(S1) and I∼2 , I∼3 , I∼4 , . . . as the building blocks.
As for the name AD algebras, it stands for approximately dimension drop algebra

(regardless the presence of the circle algebra among the building blocks), and it is inspired
by the abbreviation AF algebra for approximately �nite C∗-algebra. The AF algebras
being the countable inductive limits of �nite dimensional C∗-algebras, i.e. of �nite direct
sums of matrix algebras. Same applies for the naming AT algebras, or approximately
torus algebras, of the class of countable inductive limits of �nite direct sums of matrix
algebras over the circle algebra C(S1).
As we will see, the class of AF algebras is contained in the class of AD algebras.

One could then count C among the building blocks, but as some of our more technical
lemmata are proven for one type of building block at a time, we save time and e�ort by
not doing so.

Lemma 3.3 The class of AF algebras is contained in the class of AD algebras.

Proof. Given an AF algebra A = lim−→(Ai, fi) with each Ai = Mni,1 ⊕ · · · ⊕Mni,ki
, we

de�ne for each i a C∗-algebra

Bi = C(S1, Ai) = Mni,1(C(S1))⊕ · · · ⊕Mni,ki
(C(S1))

and ∗-homomorphisms αi : Ai → Bi, a 7→ (t 7→ a) and βi : Bi → Ai, b 7→ b(x0) where
x0 ∈ S1 is a �xed point on the circle.
By de�ning gi = αi+1fiβi we make (Bi, gi) into an inductive system with B =

lim−→(Bi, gi) being an AD algebra by de�nition. As βiαi = idAi for each i, one sees

that giαi = αi+1fi and fiβi = βi+1gi, i.e. that (αi) and (βi) are morphisms of inductive
systems.
Since βiαi = idAi for each i, lim−→βi lim−→αi = idA. And as⋃

i∈N
im g∞,i = {(bi) | gi(bi) = bi+1 eventually}

is dense in B, and as αi+1βi+1gi = g1, lim−→αi lim−→βi = idB. Whereby we conclude that
A ∼= B. ♥

3.2 Properties of AD algebras

As we will see, the AD algebras are separable, nuclear and of stable rank one, and lie in
the bootstrap class. They are not all of real rank zero, however, and we will de�ne the
notion of an inductive system having large denominators to describe what it means for
an AD algebra to have real rank zero.
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Recall that a C∗-algebra A is said to be nuclear if the algebraic tensor product of
A with any C∗-algebra B can be equipped with but one C∗-norm. The class of nuclear
C∗-algebras is closed under direct sums, extensions, inductive limits, tensor products and
quotients, cf. e.g. [Bla06, II.9.4.5]. According to a theorem by M. Takesaki all abelian
C∗-algebras are nuclear, cf. e.g. [Mur90, 6.4.15]. We will only be dealing with nuclear
C∗-algebras.
Recall also that a unital C∗-algebra A is said to be of stable rank one if the set A−1

of invertibles in A is dense in A, and a nonunital C∗-algebra A is of stable rank one
if its minimal unitization A∼ is. Using that the left or right invertible elements of a
unital stable rank one C∗-algebra are invertible, cf. [Bla06, V.3.1.5], one can easily show
that a unital stable rank one C∗-algebra is �nite, and as according to [Bla06, V.3.1.16]
the matrix algebra Mn(A) is of stable rank one when A is, one sees that any unital
stable rank one C∗-algebra is stably �nite. This is important to us as any stably �nite
C∗-algebra A satis�es that (K0(A),K0(A)+) is an ordered group, cf. [Bla06, V.2.4.8].

Lemma 3.4 All AD algebras, as well as the nonunital dimension drop algebras In, n ∈
N\{1}, are nuclear and separable, are of stable rank one, and lie in the bootstrap class.

Proof. As S1 and [0, 1] are metrizable and compact, C(S1) and C([0, 1]) are separable
according to [Con90, V.6.6], so the building blocks C(S1) and I∼n as well as In are all
separable. Hence also �nite direct sums of matrices over these are separable, and as
countable inductive limits of separable C∗-algebras are separable, all AD algebras are
separable.
Since the matrix algebras Mm are nuclear, it su�cies to show that the building blocks

C(S1) and I∼n are nuclear to prove that all AD algebras are nuclear. The circle algebra
C(S1) is nuclear because it is abelian. Consider the extension

0 // Mn(C0((0, 1))) ι // In
δ1 // C // 0 .

AsMn(C0((0, 1))) = Mn⊗C0((0, 1)) and C are nuclear, In is nuclear as well. Considering
the extension

0 // In
ι // I∼n

δ0 // C // 0

we see that also I∼n is nuclear.
Being separable and abelian, C0((0, 1)), C(S1) and C lie in the bootstrap class. Since

Mn(C0((0, 1))) is stably isomorphic to C0((0, 1)), we see thatMn(C0((0, 1))) and thereby
also its extension In by C lie in the bootstrap class. Similarly also I∼n lies there. As the
bootstrap class is closed under stable isomorphism, direct sums and inductive limits, it
follows that all AD algebras lie there.
To see that C(S1) has stable rank one, we notice that any f ∈ C(S1) can be approxi-

mated by polynomials, and as a polynomial has �nitely many roots, the polynomials can
be approximated by functions f ∈ C(S1) satisfying f(S1) 63 0. Similarly one sees that
C([0, 1]) has stable rank one, so considering the extension

0 // SMn
// I∼n

δ0⊕δ1 // C⊕ C // 0
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where the map δ0⊕δ1 admits lifts of unitals we conclude as the C∗-algebra to the left and
the C∗-algebra to the right have stable rank one, that also the middle C∗-algebra I∼n has
stable rank one, cf. [Rie83]. Clearly, an inductive limit of stable rank one C∗-algebras is
again of stable rank one, and as any matrix algebra over a stable rank one C∗-algebra is
of stable rank one, cf. [Bla06, V.3.1.16], we conclude that all AD algebras are of stable
rank one. ♥

Now, recall that a unital C∗-algebra A is said to be of real rank zero if the set A−1
sa

of invertible selfadjoints is dense in the set Asa of selfadjoints, and that a nonunital C∗-
algebra A is of real rank zero if its minimal unitization A∼ is. For instance, the direct
sum of two real rank zero C∗-algebras is again of real rank zero, and according to [Bla06,
V.3.2.10], real rank zero passes to matrix algebras and is preserved in inductive limits,
so as C is of real rank zero, any AF algebra is.

Example 3.5 The building blocks C(S1) and I∼n are not of real rank zero as the spaces S1

and [0, 1] are connected. Consider e.g. the selfadjoint f ∈ C(S1) given by f(x) = x+ x.
Clearly, f(S1) = [−2, 2], and given any invertible selfadjoint g ∈ C(S1), g(S1) ⊆ R
and 0 /∈ g(S1), so either g(S1) ⊆ R+ or g(S1) ⊆ R− as g(S1) is connected, hence
‖f − g‖∞ ≥ 2. As for I∼n , assuming real rank zero we may conclude by [Bla06, V.3.2.9]
that the hereditary subalgebra In of I∼n has an approximate unit of projections, but In
has no non-zero projections.

As the building blocks aren't of real rank zero, one may think that the AF algebras
are the only real rank zero AD algebras. But, as we will see, there are a lot of real rank
zero non-AF AD algebras about, cf. 3.9.
To describe how it a�ects the connecting maps of its inductive system if an AD algebra

is of real rank zero, we will be needing the following de�nition. Keep in mind that, as
K∗(C(S1)) = Z⊕Z and K∗(I∼n ) = Z⊕Z/n, then when considering building blocks A and
B, any graded map from K∗(A) to K∗(B) is of the form (x, y) 7→ (ax, by) with a, b ∈ Z.

De�nition 3.6 Given �nite direct sums A = A1⊕· · ·⊕An and B = B1⊕· · ·⊕Bm of matri-
ces As, Br over building blocks, we de�ne the set Hom(K∗(A),K∗(B))N ofN -large graded
homomorphisms (ϕ0, ϕ1) : K∗(A) → K∗(B) as those graded homomorphisms where the
maps K0(πr)ϕ0 K0(ιs) : x 7→ arsx and K1(πr)ϕ1 K1(ιs) : x 7→ brsx satisfy (for each pair
r, s) that ars ≥ N when brs 6= 0. Here ιs : As → A denote the canonical inclusion and
πj : B → Bj the canonical projection.
Considering an inductive system (An, fn), (K∗(An),K∗(fn)) is said to have large de-

nominators if for any N one can �nd a subsystem (Ani , fni+1,ni) of (An, fn) with each
K∗(fni+1,ni) being N -large.

As the concept of having large denominators is somewhat strange, we consider a few
simple examples.

Example 3.7 Consider the inductive system (C(S1), id). The induced system on K-
theory is (Z ⊕ Z, (1, 1)), and as any subsystem of it will be (Z ⊕ Z, (1, 1)), this system
does not have large denominators.
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Let δ : C(S1) → C denote f 7→ f(1), and consider the inductive system of C∗-al-
gebras (M2n(C(S1)),diag(id, ηδ)) which induces the inductive system of groups (Z ⊕
Z, (2, 1)). Given an N ∈ N, we have that 2N ≥ N , hence we see that the subsystem
(Mn2N (C(S1)), diag(id, ηδ, . . . , ηδ) is N -large. So the system (Z ⊕ Z, (2, 1)) has large
denominators.

The following result is from [Ell93, 7.2] and will be of great use to us. Notice that it is
a direct consequence of the proposition that the building blocks aren't of real rank zero.

Proposition 3.8 Consider an AD algebra A = lim−→(An, fn) where each An of the system
is a �nite direct sums of matrices over building blocks. If A is of real rank zero, then
(K∗(An),K∗(fn)) has large denominators.

The system af K∗-groups having large denominators doesn't imply that the limit of
the system has real rank zero, however. But it is almost true. The following result is also
from [Ell93, 6.2], and it will come in handy when we desire to construct certain examples
of real rank zero AT and AD algebras.

Proposition 3.9 Consider an inductive system (An, fn) with each An being a �nite direct
sum of matrices over building blocks. If (K∗(An),K∗(fn)) has large denominators, then
one can �nd a system (Ank , gk) which is KK-shape equivalent to (An, fn) and where
lim−→(Ank , gk) has real rank zero.

3.3 KK-shape equivalence

The standard strategy when trying to construct isomorphisms between elements of an
inductive limit class, is to make something similar to Elliott's intertwining argument

work. G. Elliott himself has done so in [Ell93, 7.1], cf. 3.12, and to state (and later on
use) his result, we need the notion of KK-shape equivalence.

De�nition 3.10 Inductive systems of C∗-algebras (Ai, fi) and (Bi, gi) are called KK-

shape equivalent if there exist subsystems (Ain , fin) and (Bjn , gjn) and ∗-homomorphisms
αn : Ain → Bjn+1 and βn : Bjn → Ain such that the diagram

Ai1
fi2,i1 //

α1

$$JJJJJJJJJJ Ai2
fi3,i2 //

α2

$$JJJJJJJJJJ Ai3
fi4,i3 //

α3

$$IIIIIIIIII · · ·

Bj1
gj2,j1 //

β1

OO

Bj2
gj3,j2 //

β2

OO

Bj3
gj4,j3 //

β3

OO

· · ·

commutes at the level of KK-theory, i.e. such that

[αnβn] = [gjn+1,jn ] and [βn+1αn] = [fin+1,in ]

as elements of KK(Bjn , Bjn+1) respectively KK(Ain , Ain+1).
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Observation 3.11 Consider two KK-shape equivalent systems (An, fn) and (Bn, gn). By
associativity of the Kasparov product, the diagram

K∗(A1)
·[f1] //

·[α1]

&&NNNNNNNNNNNNN
K∗(A2)

·[f2] //

·[α2]

&&NNNNNNNNNNNNN
K∗(A3)

·[f3] //

·[α3]

%%KKKKKKKKKKKKK
· · ·

K∗(B1)
·[g1] //

·[β1]

OO

K∗(B2)
·[g2] //

·[β2]

OO

K∗(B3)
·[g3] //

·[β3]

OO

· · ·

commutes. One now sees, as the maps ·[αn] and ·[βn] are positive, that the maps in-
duce positive maps, lim−→K∗(An) → lim−→K∗(Bn) given by a[f∞,n] 7→ a[αn][g∞,n+1] and
lim−→·[βn] : lim−→K∗(Bn)→ lim−→K∗(An) given by b[g∞,n] 7→ b[βn][f∞,n], that are each other's

inverses. As K∗(lim−→An) = lim−→K∗(An) and K∗(lim−→Bn) = lim−→K∗(Bn), we conclude that
lim−→An and lim−→Bn have the same ordered K-theory.

As we will construct isomorphisms between AD algebras via KK-shape equivalence of
inductive systems of direct sums of matrix algebras over building blocks, the following
theorem is crucial to us. See [Ell93, 7.1] or [DG97, 7.3] for a proof.

Theorem 3.12 Consider real rank zero AD algebras A and B that are given as the
inductive limits

A = lim−→(Ai, fi) and B = lim−→(Bi, gi)

of systems of direct sums of matrix algebras over building blocks. Assume that the
inductive systems (Ai, fi) and (Bi, gi) are KK-shape equivalent, and let (Ain , fin+1,in)
and (Bjn , gjn+1,jn) denote subsystems giving a KK-shape equivalent and αn : Ain → Bjn+1

and βn : Bjn → Ain the corresponding ∗-homomorphisms satisfying

[αnβn] = [gjn+1,jn ] and [βn+1αn] = [fin+1,in ].

Then the limits A and B are isomorphic, and an isomorphism α : A→ B may be chosen
to be compatible with the given KK-shape equivalence, i.e. such that for each n

[αf∞,in ] = [g∞,jn+1αn] and [α−1g∞,jn ] = [f∞,inβn]

as elements of KK(Aik , B) respectively KK(Bjk , A).
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4 K-theory with coe�cients

We are now ready to de�ne K-theory with coe�cients, its associated natural transfor-
mations, and �nally our invariant. In this section we will also determine the image of
our invariant on the building blocks C(S1) and I∼n . The constructions, and most of the
proofs, are from [Eil95], with a few details added or changed.
For any nuclear, separable C∗-algebra one can de�ne K-theory with coe�cients as

well as its associated natural transformations. In the following we will however only be
dealing with AD algebras, as this allows us to use some shortcuts.

4.1 The ordered (Z/2)2-graded group K∗(−;Z⊕ Z/n)

Firstly, we de�ne K-theory with coe�cients. As noted on p. 6, (KK(I∼n , A),KK(I∼n , A)+)
is an ordered group, while (KK(In, A),KK(In, A)+) is not.

De�nition 4.1 For an AD algebra A we de�ne for all n ∈ N\{1} ordered K-theory with
coe�cients in Z/n as

• K0(A;Z/n) = KK(In, A);

• K1(A;Z/n) = KK(In,SA);

• K0(A;Z⊕ Z/n) = KK(I∼n , A) with positive cone K0(A;Z⊕ Z/n)+ = KK(I∼n , A)+.

Lemma 4.2 The groups K0(A;Z/n) and K1(A;Z/n) are Z/n-modules for any AD alge-
bra A and any n.

Proof. Let x ∈ KK(In, A) be given. As [idIn ] is a left unit for KK(In, A), we get that
nx = (n[idIn ])x. And according to 3.1, diag(idIn , . . . , idIn) : In → Mn(In) is null ho-
motopic, hence n[idIn ] = [diag(idIn , . . . , idIn)] = 0. And therefore nx = 0, as desired.
nK1(A;Z/n) = 0 can be proved in the same way. ♥

Of course we wish for K0(A;Z⊕Z/n) to be the direct sum of K0(A) and K0(A;Z/n).

Observation 4.3 For any AD algebra A, we can consider the split-exact sequences

0 // SA
ι // A⊗ C(S1)

id⊗δ //oo A //
id⊗η

oo 0 ,

where δ : C(S1)→ C is de�ned as δ(f) = f(t) for some �xed t ∈ S1, and

0 // In
ι // I∼noo

δ0 // C //
η

oo 0 .

Since A is separable and nuclear, lemma 2.8 ensures us that these sequences induce a
KK-natural diagram with split-exact rows and columns and with all its twenty-four maps
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being positive:

0 0 0

0 // KK(C, A)
[δ0]· //

OO

·[id⊗η]

��

KK(I∼n , A)
[η]·

oo
[ι]· //

OO

·[id⊗η]

��

KK(In, A) //oo

OO

·[id⊗η]

��

0

0 // KK(C, A⊗ C(S1))
[δ0]· //

·[id⊗δ]

OO

��

KK(I∼n , A⊗ C(S1))
[η]·

oo
[ι]· //

·[id⊗δ]

OO

��

KK(In, A⊗ C(S1)) //oo

·[id⊗δ]

OO

��

0

0 // KK(C,SA)
[δ0]· //

·[ι]

OO

KK(I∼n ,SA)
[η]·

oo
[ι]· //

·[ι]

OO

KK(In, SA) //oo

·[ι]

OO

0

0

OO

0

OO

0

OO

It follows from the associativity of the Kasparov product that the four solid squares and
the four dotted squares are commutative.
Hence the diagram above de�nes a (Z/2)2-grading of KK(I∼n , A ⊗ C(S1)) where the

positive cone of KK(C, A) corresponds to the positive cone inherited from KK(I∼n , A)+

or KK(C, A⊗C(S1))+ and where these positive cones correspond to those inherited from
KK(I∼n , A⊗ C(S1))+.

In light of observation 4.3, we can now make the following de�nition. Notice how the
order on K∗(A) restricts to the order on K0(A), by 4.3.

De�nition 4.4 For an AD algebra A we de�ne the positive cone in K∗(A) as K∗(A)+ =
KK(C, A⊗ C(S1))+.

Remark 4.5 One usually de�nes the positive cone in K∗(A) as those couples ([p]0, [u]1)
where p ∈Mn(A) is a projection and the unitary u ∈Mn(A) lies in pMn(A)p. According
to [Bla06, V.2.4.31], this standard order on K∗(A) agrees with the K0-order on K0(A⊗
C(S1)). Notice that in the case where the C∗-algebra A is simple, any (x, y) in K∗(A)
with x > 0, is positive. The same applies to the special case where [1]0 generates K0(A)
and K1(A) has a set of generators that lie in A.

Lemma 4.6 For any AD algebra A, (K0(A),K0(A)+) and (K∗(A),K∗(A)+) are ordered
groups.

Proof. When we make the identi�cation K∗(A) = K0(A ⊗ C(S1)), we see that by the
continuity of K0(−) stated in 2.12, it su�es to proof that (K0(A),K0(A)+) is an ordered
group when A is either a �nite sum of matrices over building blocks or such a sum
tensored by C(S1).
But as mentioned, (K0(A),K0(A)+) is an ordered group when A is stably �nite, ac-

cording to [Bla06, V.2.4.8], and as we have seen, the building blocks (and therefore also
�nite direct sums of matrices over them) are stably �nite as they are of stable rank one.
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Hence, we are completely done when we have shown that A ⊗ C(S1) is stably �nite
when A is a �nite direct sum of matrices over building blocks. That is, we must show
that Mn(A ⊗ C(S1)) is �nite for any n, and as Mn(A ⊗ C(S1)) = Mn(A) ⊗ C(S1), it
su�ces to prove that A⊗ C(S1) is �nite.
So let p ∈ C(S1, A) be a projection and assume that p is Murray-von Neumann equiv-

alent to 1. Then we have a partial isometry v ∈ C(S1, A) such that vv∗ = p and v∗v = 1.
But then this also holds point-wise, hence for any x ∈ S1, p(x) is Murray-von Neumann
equivalent to 1 in A, so as A is �nite, p(x) = 1 for any x ∈ S1, hence p = 1 and we
conclude that C(S1, A) is �nite. ♥

Let us determine the K-groups of our building blocks, and let us also �x some gen-
erators for the groups as this will allow us to describe maps between them by matrix
representations.
To describe the ordered K-groups of our building blocks, we will need to establish some

notation. By Z⊕≥ (Z/n1⊕ · · ·Z/nk) we denote the group Z⊕Z/n1⊕ · · ·Z/nk equipped
with the order that an element (x, x1, . . . , xk) is said to be positive if we have for some
representatives x1, . . . , xk that x ≥ xi ≥ 0 for all i. By Z(m;n) we denote the subgroup
{(x, y) ∈ Z/n⊕ Z/n | x ≡ y (mod n

(n,m))}, and Z⊕≥ Z(m;n) is then equipped with the

order it inherits as a subgroup of Z ⊕≥ (Z/n ⊕ Z/n). Given abelian groups G and H
where G is an ordered group, we denote by G⊕`H the group G⊕H equipped with the

strict order arrising from G, i.e. the order that (g, h) ≥ 0 exactly when (g, h) = (0, 0) or
g > 0.
To �x generators for the groups K1(C(S1)) and K1(I∼m), we de�ne the two unitaries

u ∈ C(S1) and um ∈ I∼m as u(t) = t and um(t) = diag(e2πit, 1, . . . , 1). The following
is well-known, and we therefore keep the proof brief; the details about Im and I∼m are
from [RLL00, p. 220].

Lemma 4.7 The ordered K∗-groups are K∗(C) = Z ⊕ 0, K∗(C(S1)) = Z ⊕` Z and
K∗(I∼m) = Z⊕` Z/m, where 0⊕K1(C(S1)) is generated by [u]1 = (0, 1) and 0⊕K1(I∼m)
is generated by (0, 1) = [um]1, and furthermore um ∼1 diag(1, . . . , 1, e2πit, 1, . . . , 1).

Proof. Two projections p, q ∈ Mn are Murray-von Neumann equivalent if and only if
they have the same trace, hence K0(C)+ = N0, and K0(C) is therefore isomorphic to Z
equipped with the usual order. Also, as the group of unitary n × n matrices is path-
connected, K1(C) = 0.
As C(S1) = C0((0, 1))∼,

K0(C(S1)) = K0(C0((0, 1)))⊕ Z = K1(C)⊕ Z = Z,

and likewise K1(C(S1)) = K1(C0((0, 1))) = K0(C) = Z. As the projection 1 ∈ C
generates K0(C), we see via the Bott map (2.2) that βC([1]0) = [f1]1 generates K1(SC) =
K1(C(S1)), so as f1(t) = e2πit corresponds to u via the identi�cation of the one-point
compacti�cation of (0, 1) with S1, [u]1 generates K1(C(S1)).
Considering the extension

0 // SMm
ι // Im

δ1 // C // 0
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and noticing that it is isomorphic to the mapping cone sequence of the map η : C→Mm,
cf. 2.5, we get, by 2.6, a six-term exact sequence

0 // K0(Im)
K0(δ1) // K0(C)

K0(η)
��

K0(Mm)

0

OO

K1(Im)oo K1(SMm)
K1(ι)
oo

as K1(C) = 0 and K0(SMm) = 0. Now, K0(C) = Z and K1(SMm) = Z, and as
K0(η)([1]0) = [diag(1, . . . , 1)]0 = m[1]0, we see that K0(Im) = 0 and K1(Im) = Z/m.
Hence, K∗(I∼m) = Z⊕ Z/m as groups.
By surjectivity of K1(ι), we only need to show that um generates K1(SMm) to conclude

that it generates K1(Im) = K1(I∼m). And as the Bott isomorphism βMm : K0(Mm) →
K1(SMm) maps the genators p = diag(1, 0, . . . , 0) ∈Mm of K0(Mm) to [fp]1 with fp(t) =
e2πitp+ (1n − p) = un(t), [un]1 generates K1(SMn).
By 4.5, we see that K∗(C(S1)) and K∗(I∼m) have the strict order, as desired.
As for the claim that

u1 ∼1 diag(1, . . . , 1, e2πit, 1, . . . , 1) ∈ I∼m,

one sees it by letting v ∈Mm denote a unitary satisfying

v diag(1, 0, . . . , 0)v∗ = diag(0, . . . , 0, 1, 0 . . . , 0)

and letting s 7→ vs denote a continuous path of unitaries inMm with v0 = 1m and v1 = v,
and then noting that s 7→ vsumv

∗
s is a continuous path of unitaries in I∼m from um to

diag(1, . . . , 1, e2πit, 1, . . . , 1). ♥

As we will be using the Universal Coe�cient Theorem (2.11), we need the following
lemma.

Lemma 4.8 For any abelian group G, Ext1(Z/n,G) = G/nG.

Proof. Clearly,

0 // Z n // Z // Z/n // 0

is a free resolution of Z/n, hence Ext1(Z/n,G) is the 1st cohomology of the complex

0 Hom(Z, G)oo Hom(Z, G)noo 0oo .

As Hom(Z, G) = G, this is G/nG, as desired. ♥
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Lemma 4.9 The ordered group K0(C;Z⊕Z/n) is isomorphic to Z⊕≥Z/n and is generated
by (1, 0) = [δ0] and (1, 1) = [δ1], the ordered group K0(C(S1);Z ⊕ Z/n) isomorphic to
Z⊕≥ Z⊕ Z/n and generated by (1, 0) = [ηδ0] and (1, 1) = [ηδ1], and the ordered group
K0(I∼m;Z ⊕ Z/n) is isomorphic to Z ⊕≥ Z(m;n) and is generated by the four elements
(1, 0, 0) = [ηδ0], (1, 1, 1) = [ηδ1], n

(n,m)(1, 0, 1) = [inm,n] and n
(n,m)(1, 1, 0) = [inm,n].

Proof. In 4.7 we saw that K∗(In) = 0⊕ Z/n, so by the UCT (2.11) we see that

KK(In, A) = Ext1(0,K1(A))⊕ Ext1(Z/n,K0(A))⊕Hom(0,K0(A))⊕Hom(Z/n,K1(A))
= K0(A)/n⊕K1(A)[n],

hence K0(C;Z/n) = Z/n, K0(C(S1);Z/n) = Z/n and K0(I∼m;Z/n) = Z/n ⊕ Z/(n,m)
by 4.7. This tells us nothing about the order on K0(−;Z⊕ Z/n), however.
We desire to de�ne a map

ΛC : KK(I∼n ,C)→ Z⊕ Z/n,

and as KK(I∼n ,C) is an ordered group, it su�ces to de�ne ΛC on KK(I∼n ,C)+. Consider
ϕ : I∼n → Mk. As ϕ is a �nite-dimensional representation of I∼n , it is the direct sum
ϕ = diag(ϕ1, . . . , ϕr) of irreducible representations of I∼n . Now, as the kernel of ϕi : I∼n →
Mni is a maximal ideal in I∼n , kerϕi = {f ∈ I∼n | f(xi) = 0} for some xi ∈ [0, 1], and
δxi induces an isomorphism from I∼n / kerϕi to Mn, whereby ϕi induces an irreducible
representation from Mn to Mni , which must be on the form x 7→ u∗ixui for some unitary
u in Mn and with ni = n,

I∼n //

ϕi
$$HHH

HHH
HHH

H I∼n / kerϕ

��

δxi
∼=

// Mn

aduizz
Mni

so ϕi = ad(ui)δxi . Ergo ϕ = ad(u) diag(δx1 , . . . , δxr) with u = diag(u1, . . . , ur) where
ui = 1 when xi ∈ {0, 1}. For i ∈ {0, 1}, let ci denote the number of times δi accours in
diag(δx1 , . . . , δxr), and let d = r−c0−c1. Consider another ∗-homomorphism ϕ̃ : I∼n →Mk

homotopic to ϕ, and do the same, ending with integers c̃0, c̃1 and d̃. Now, δt is homotopic
to diag(δi, . . . , δi) : I∼n → Mn for all t ∈ (0, 1) and i ∈ {0, 1}, but δ0 and δ1 are not
homotopic, and diag(δi, . . . , δi, 0, . . . , 0) : I∼n →Mn is not homotopic to δt, hence

c0 + c1 + nd = c̃0 + c̃1 + nd̃ and c1 ≡ c̃1 (mod n)

as δ⊕c00 ⊕δ⊕c11 ⊕δ⊕d1
2

and δ⊕c̃00 ⊕δ⊕c̃11 ⊕δ⊕d̃1
2

are homotopic. This means that we can de�ne

ΛC on KK(I∼n ,C)+ by

[ϕ] 7→ (c0 + c1 + nd, c1) ∈ Z⊕ Z/n.

By construction the map is additive, hence we get a group homomorphism KK(I∼n ) →
Z⊕ Z/n.
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As (1, i) = ΛC([δi]) ∈ im ΛC, ΛC is surjective. Since KK(In,C) = Z/n is a torsion
group, ΛC maps this part of KK(I∼n ,C) to 0 ⊕ Z/n, and as ΛC([ϕδ0]) ∈ Z ⊕ 0, we
conclude that ΛC is graded, cf. 4.3. As ΛC is a graded, surjective group homomorphism
from Z ⊕ Z/n to Z ⊕ Z/n, we conclude that it is injective, as any epimorphism Z → Z
and any epimorphism Z/n→ Z/n is.
Clearly,

ΛC(KK(I∼n ,C)+) = (Z⊕≥ Z/n)+,

hence ΛC is an graded order-isomorphism from KK(I∼n )+ to Z⊕≥ Z/n, as desired. Fur-
thermore, as ΛC([δ0]) and ΛC([δ1]) generate Z⊕ Z/n, [δ0] and [δ1] generate KK(I∼n ,C).
Now, de�ne

ΛC(S1) : KK(I∼n , C(S1)), ΛC(S1) = ΛC ◦ (·[δ])

where δ : C(S1) → C is given by δ(f) = f(1). As [η][δ] = [idC], ·[δ] and therefore also
ΛC(S1) is onto. And by associativity of the Kasparov product, ·[δ] : KK(I∼n , C(S1)) →
KK(I∼n ,C) is graded, cf. 4.3. Hence ΛC is graded. Again, any graded, surjective homo-
morphism from Z⊕ Z/n to Z⊕ Z/n must be injective, ergo ΛC(S1) is also injective. As
[η][δ] = [idC], we see that KK(I∼n ,C)+ = {x[δ] | x ∈ KK(I∼n , C(S1))}, hence

ΛC(S1)(KK(I∼n , C(S1))+) = ΛC(KK(I∼n ,C)+)

whereby we conclude that ΛC(S1) is a graded order-isomorphism from KK(I∼n , C(S1)) to
Z ⊕≥ Z/n. And as ΛC(S1)([ηδi]) = (1, i), since δη = idC, we see that KK(I∼n , C(S1)) is
generated by [ηδ0] and [ηδ1].
Finally, de�ne

ΛI∼m : KK(I∼n , I∼m)→ (Z⊕ Z/n)2, ΛI∼m = (ΛC ◦ (·[δ0]))⊕ (ΛC ◦ (·[δ1])).

Again, ΛI∼n is graded. But it is not surjective. Since δ0η = δ1η, elements from KK(C, I∼m)
are mapped to elements of the form (x, 0, x, 0), cf. 4.3. Now, by composition of maps we
see that

ΛI∼m([ηδi]) = (ΛC([δi]),ΛC([δi])) = (1, i, 1, i)

ΛI∼m([inm,n]) = (ΛC(
n

(n,m)
[δ0]),ΛC(

n

(n,m)
[δ1])) =

n

(n,m)
(1, 0, 1, 1)

ΛI∼m([inm,n]) = (ΛC(
n

(n,m)
[δ1]),ΛC(

n

(n,m)
[δ0])) =

n

(n,m)
(1, 1, 1, 0),

whereby we conclude that

{(x, a, x, b) | a ≡ b (mod
n

(n,m)
), x ∈ Z} ⊆ im ΛI∼m .

By this, we see that ΛI∼m gives a epimorphism from KK(C, I∼m) to the diagonal in Z ⊕
Z, so as KK(C, I∼m) = Z, we conclude that ΛI∼m is injective on KK(C, I∼m). Also, as
{(a, b) ∈ Z/n ⊕ Z/n | a ≡ b (mod n

(n,m))} has n(n,m) elements and therefore as many

elements as KK(In, I∼m) has, we conclude that ΛI∼m is injective on KK(In, I∼m) and that

23



{(x, a, x, b) | a ≡ b (mod n
(n,m)), x ∈ Z} is the entire image of ΛI∼m . So as ΛI∼m is injective,

and as ΛI∼m([ηδ0]), ΛI∼m([ηδ1]), ΛI∼m([inm,n]) and ΛI∼m([inm,n]) generate im ΛI∼m , the four
elements [ηδ0], [ηδ1], [inm,n] and [inm,n] generate KK(I∼n , I∼m).
As for the positive cone, we see that

ΛI∼m(KK(I∼n , I∼m)+) ⊇ spanN0
{ΛI∼m([ηδ0]),ΛI∼m([ηδ1]),ΛI∼m([inm,n]),ΛI∼m([inm,n])}

= {(x, a, x, b) ∈ im ΛI∼m | x ≥ a ≥ 0, x ≥ b ≥ 0},

while at the same time

ΛI∼m(KK(I∼n , I∼m)+) ⊆ (ΛC(KK(I∼n ,C)+)⊕ ΛC(KK(I∼n ,C)+)) ∩ im ΛI∼m

= {(x, a, y, b) ∈ (Z⊕ Z/n)2 | x ≥ a ≥ 0, y ≥ b ≥ 0} ∩ im ΛI∼m
= {(x, a, x, b) ∈ im ΛI∼m | x ≥ a ≥ 0, x ≥ b ≥ 0},

as the maps ·[δ0] and ·[δ1] are positive. So, via (x, a, x, b) 7→ (x, a, b), we get a graded
order-isomorphism from KK(I∼n , I∼m) to Z⊕≥ Z(m;n). ♥

4.2 The natural transformations ρni and βni

De�nition 4.10 Given an AD algebra A we de�ne for i ∈ {0, 1} the reduction maps

ρin : Ki(A)→ Ki(A;Z/n) as the Kasparov multiplication x 7→ [δ1]x by [δ1] ∈ KK(In,C).
And we de�ne the Bockstein maps βin : Ki(A;Z/n) → Ki+1(A) as the Kasparov multi-
plication x 7→ [ι]x by [ι] ∈ KK(SMn, In).

Lemma 4.11 For any AD algebra A we obtain a KK-natural six-term exact sequence of
the form

K0(A)
ρ0n // K0(A;Z/n)

β0
n // K1(A)

n

��
K0(A)

n

OO

K1(A;Z/n)
β1
n

oo K1(A).
ρ1n

oo

Proof. Consider again the short-exact sequence

0 // SMn
ι // In

δ1 // C // 0

and notice that it is isomorphic to the mapping cone sequence associated to the mapping
η : C → Mn, cf. 2.5. According to 2.6 the six-term exact sequence associated to the
sequence above is of the form

KK(C, A)
[δ1]· // KK(In, A)

[ι]· // KK(SMn, A)

[S η]·
��

KK(Mn, A)

[η]·

OO

KK(SC, A)

KK(SMn,SA) KK(In,SA)
[ι]·

oo KK(C,SA)
[δ1]·

oo
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and KK-natural by associativity of the Kasparov product.
As the considered isomorphism KK(Mn, A) → KK(C, A) is the one induced by the

map diag(id, 0, . . . , 0) : C→Mn, one sees that the map [η] : KK(Mn, A)→ KK(C, A) is
but multiplication by n. ♥

Of course we desire to determine the natural transformation associated to the building
blocks. As stated in [Eil95], we can determine them merely by composing ∗-homomor-
phisms.

Lemma 4.12 With respect to the chosen generators, the maps ρ0
n and β0

n associated to
the building blocks are as follows: For C and C(S1) the map ρ0

n is the identity and the

map β0
n is the zero map, while for I∼m the map ρ0

n is represented by the matrix

(
1
1

)
and

the map β0
n by the matrix m

n

(
−1 1

)
.

Proof. As K0(C;Z ⊕ Z/n) is generated by (1, 0) = [δ0] and (1, 1) = [δ1], we get via
the splitting mappings of 4.3 the generator [δ0η] = [id] for K0(C) and the generator
[δ1ι]− [δ0ι] = [δ1ι] for K0(C;Z/n); for the groups K0(C(S1)) and K0(C(S1);Z/n) we get
the generators [ηδ0η] = [η] respectively [ηδ1ι]; and for the groups K0(I∼m) and K0(I∼m;Z/n)
we get [ηδ0η] = [η] respectively (1, 1) = [ηδ1ι] and (0, n

(m,n)) = [inm,nι].
Clearly, [id] 7→ [δ1ι] and [δ1ι] 7→ [δ1ιι] = 0, hence ρ0

n = 1 and β0
n = 0 for C. Similarly,

as [η] 7→ [ηδ1ι] and [ηδ1ι] 7→ [ηδ1ιι] = 0, ρ0
n = 1 and β0

n = 0 for C(S1).

Now the case I∼m: As [η] 7→ [ηδ1ι] = (1, 1), we see that ρ0
n =

(
1
1

)
for I∼m, and as

(1, 1) = [ηδ1ι] 7→ [ηδ1ιι] = 0 and as (0, n
(n,m)) = [inm,nι] 7→ [inm,nιι] = n

m(n,m)[ϕ] where
ϕ : SC → I∼m is f 7→ diag(f, 0., . . . , 0) and [ϕ] ∈ KK(SC, I∼m) corresponds to [um]1 ∈
K1(I∼m) via the isomorphism KK(SC,−) = K1(−), we get that β0

n = m
n

(
−1 1

)
. ♥

4.3 The invariant K(−;n)

We now de�ne the invariant as a functor from the category of AD algebras to the category
of complexes of abelian groups. Please cf. 4.11 and 4.3.

De�nition 4.13 On the class of AD algebras, the invariant K(−;n) consists of the se-
quence

K0(−)
ρ0n // K0(−;Z/n)

β0
n // K1(−)

along with the scale Σ(−) ⊆ K0(−) and the positive cones K∗(−)+ and K0(−;Z⊕Z/n)+.

As we will no longer be dealing with K1(−;Z/n), we will skip the superscript 0 in the
naming of the maps ρ0

n and β0
n.

Remark 4.14 In [Eil95] a more generalized invariant K(−;∞) is de�ned as the limit
of the inductive I-system of complexes K(−;n), I denoting the integers N ordered as
n ≤ m when n | m. The connecting maps of this system is induced by the maps
[inn,m]· : KK(I∼n , A ⊗ C(S1)) → KK(I∼m, A ⊗ C(S1)) via the splitting maps of 4.3 as
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κ0
m,n = [η][inn,m][δ0]·, κm,n = [ι][inn,m][idI∼n −ηδ0]· and κ1

m,n = [η][inn,m][δ0]·. One must
do some calculations to check that the diagram

K0(A)
ρn //

κ0
m,n

��

K0(A;Z/n)
βn //

κm,n

��

K1(A)

κ1
m,n

��
K0(A)

ρm // K0(A;Z/m)
βm // K1(A)

commutes.

Since we have already determined K(A;n) when A is a building block, the following
lemma gives us the power to � in theory � determine K(A;n) for any AD algebra A.

Lemma 4.15 The invariant K(−;n) is continuous. I.e. if A = lim−→(Ai, fi), then

K∗(A;Z⊕ Z/n) = lim−→(K∗(Ai;Z⊕ Z/n),K∗(fi;Z⊕ Z/n))

as (Z/2)2-graded groups with the positive cones preserved, as

K∗(A)+ =
⋃
i

K∗(fi)(K∗(Ai)+),

K0(A;Z⊕ Z/n)+ =
⋃
i

K0(fi;Z⊕ Z/n)(K0(Ai;Z⊕ Z/n)+),

as well as the scale, as Σ(A) =
⋃
i K0(fi)(Σ(Ai)), and with the diagram

K0(Ai)
ρ
Ai
n //

K0(fi)
��

K0(Ai;Z/n)
β
Ai
n //

K0(fi;Z/n)
��

K1(Ai)

K1(fi)
��

K0(A)
ρAn // K0(A;Z/n)

βAn // K1(A)

commuting for any i.

Proof. As the C∗-algebras C, In and I∼n are separable, nuclear, lie in the bootstrap class
and have �nitely generated K∗-groups, we may use 2.12 on any of the nine groups in
the diagram that in 4.3 de�nes the (Z/2)2-grading. And as the diagram is KK-natural,
the (Z/2)2-grading is respected. As the the maps in the diagram of 4.3 are positive, the
positive cones are respected. And the proof of [RLL00, 6.3.2] shows that the scale is
respected as stated. Commutativity of the diagram above follows from associativity of
the Kasparov product. ♥

For later use, we determine K(α; k) for a few ∗-homomorphisms α between building
blocks.
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Lemma 4.16 Consider the maps δ0, δ1 : I∼n → C and inm,n, inm,n : I∼n → M n
(n,m)

(I∼m).
Consider also for t ∈ (0, 1) the map δt : I∼n →Mn given by f 7→ f(t). For any k we get

K(δ0; k) = (1,
(
1 0

)
, 0) and K(δ1; k) = (1,

(
0 1

)
, 0),

and we get

K(inm,n; k) = (
n

(m,n)
,

n

(m,n)

(
1 0
0 1

)
,

m

(n,m)
)

and

K(inm,n; k) = (
n

(n,m)
,

n

(n,m)

(
0 1
1 0

)
,− m

(n,m)
).

Furthermore,
K(δt;n) = (n,

(
0 0

)
, 0).

Again, the matrix representations of the maps are with respect to our chosen generators
for the groups.

Proof. For clarity we expand the notation by adding superscripts to specify the domains
or codomains of the maps: ιj : Ij → I∼j , δ

j
i : I∼j → C, δjt : I∼j →Mj and η

j : C→ I∼j .
As K0(C;Z⊕Z/k) is generated by (1, 0) = [δk0 ] and (1, 1) = [δk1 ], we get via the splitting

maps of 4.3 the generator [δk0η
k] = [id] for K0(C) and the generator [δk1 ι

k] − [δk0 ι
k] =

[δk1 ι
k] for K0(C;Z/k); and for the groups K0(I∼n ) and K0(I∼n ;Z/k) we get the generators

[ηnδk0η
k] = [ηn] respectively (1, 1) = [ηnδk1 ι

k] and (0, k
(n,k)) = [inn,kιk].

Clearly δni η
n = id, hence K0(δni ) = 1; and as K1(C) = 0, K1(δni ) = 0. Also, as

δni η
nδk1 ι

k = δk1 ι
k we obtain K0(δni ;Z/k)([ηnδk1 ι

k]) = [δk1 ι
k], and as (δni ⊗M k

(n,k)
)inn,k =

diag(δki , . . . , δ
k
i ) we obtain K0(δni ;Z/k)([inn,kιk]) = k

(n,k) [δki ι
k]; and hereby we can con-

clude K0(δn0 ;Z/k) =
(
1 0

)
and K0(δn1 ;Z/k) =

(
0 1

)
as δk0 ι

k = 0.
Notice that [inm,nηn] = [inm,nηn] = [ηm ⊗M n

(n,m)
] = n

(n,m) [ηm], hence K0(inm,n) =

K0(inm,n) = n
(n,m) . As for K0(inm,n;Z/k) and K0(inm,n;Z/k), we �rst notice that

[inm,nηnδk1 ] = [inm,nηnδk1 ] = [ηmδk1 ⊗M n
(n,m)

] =
n

(n,m)
[ηmδk1 ]

hence K0(inm,n;Z/k)(1, 1) = K0(inm,n;Z/k)(1, 1) = n
(n,m)(1, 1), and second we see that

[(inm,n ⊗M k
(n,k)

)inn,k] = [inm,k ⊗M n(m,k)
(n,k)(n,m)

]

[(inm,n ⊗M k
(n,k)

)inn,k] = [inm,k ⊗M n(m,k)
(n,k)(n,m)

]

whereby it follows that K0(inm,n;Z/k)(0, k
(n,k)) = n(m,k)

(n,k)(n,m)(0, k
(m,k)) = n

(n,m)(0, k
(n,k)) and

similarly K0(inm,n;Z/k)(0, k
(n,k)) = n

(n,m)( k
(n,k) , 0), and it hereby follows that the maps

have the claimed matrix representations. As for K1(inm,n) and K1(inm,n), we consider the
generator [un]1 and notice that [inm,n(un)]1 = m

(n,m) [diag(um, 1m, . . . , 1m)]1 = m
(n,m) [um]1

and [inm,n(un)]1 = m
(n,m) [u∗m]1 = − m

(n,m) [u∗m]1, cf. 4.7.
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Finally, as δnt η
n = diag(id, . . . , id), K0(δnt ) = n; and as K1(C) = 0, K1(δnt ) = 0.

Now, δnt η
nδn1 ι

n = diag(δn1 ι
n, . . . , δn1 ι

n) which is null homotopic according to 3.1, hence
K0(δnt ;Z/n)([ηnδn1 ι

n]) = 0. And δnt inn,nιn = δnt ι
n is homotopic to 0 via the point-wise

continuous path s 7→ δnstι
n of ∗-homomorphisms, so K0(δnt ;Z/n)([inn,nιn]) = 0. Ergo,

K0(δnt ;Z/n) =
(
0 0

)
. ♥

Remark 4.17 Via the unital embeddings C→ C(S1) and C→ I∼m, the homomorphisms
δ0 and δ1 induce maps in Hom(K(I∼n ; k),K(C(S1); k)) and Hom(K(I∼n ; k),K(I∼m; k)) of
the form

(1,
(
1 0

)
, 0) and (1,

(
0 1

)
, 0),

and

(1,
(

1 0
1 0

)
, 0) and (1,

(
0 1
0 1

)
, 0).

As we have decided to let η denote any unital embedding of C, we will be naming both
these pairs of maps [ηδ0] and [ηδ1], and hopefully this will not cause any confusion as we
are never dealing with both Hom(K(I∼n ; k),K(C(S1); k)) and Hom(K(I∼n ; k),K(I∼m; k)) at
the same time.
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5 Insu�ciency of ordinary K-theory

In this section we construct two nonisomorphic real rank zero AD algebras B0 and
B1 with (K∗(B0),K∗(B0)+,Σ(B0)) and (K∗(B1),K∗(B1)+,Σ(B1)) being identical, thus
showing that ordinary K-theory is insu�cient when it comes to classifying real rank zero
AD algebras.
The example also shows the strength of K-theorical invariants, as we show that B0

and B1 are nonisomorphic by showing that the ordered groups K0(B0;Z ⊕ Z/n) and
K0(B1;Z⊕Z/n) are nonisomorphic, ordered groups being much easier to deal with than
C∗-algebras.

Lemma 5.1 Given n,m ∈ N with m 6= 1, consider the subgroup

G =
{

(x, (yi)) ∈ Z[ 1
m ]⊕

∏
i∈N
Z
∣∣∣∣ yi = nmix eventually

}

of RN, equipped with the standard point-wise order on RN. Then the order-automor-
phisms of G are exactly those of the form

ϕσ : (x, (yi)) 7→ (x, (yσ(i)))

for some permutation σ ∈ {τ ∈ SN | τ(i) = i eventually}.

Proof. Clearly, any such ϕσ is an order-automorphism. Now, let ϕ : G→ G be an order-
automorphism, and let us construct σ ∈ SN such that σ(i) = i eventually and ϕ = ϕσ.
De�ne

dj = (0, (δij)) ∈ G,

where δ here denotes the Kronecker delta. Notice that the minimal positive elements
of G � i.e. those g ∈ G+ for which 0 ≤ g̃ < g implies 0 = g̃ � are {dj | j ∈ N}. As
ϕ is an order-automorphism, ϕ({dj | j ∈ N}) = {dj | j ∈ N}, and we can therefore
de�ne a permutation σ ∈ SN by ϕ(dj) = dσ−1(j). Notice that by this de�nition, ϕ(dj) =
(0, (δiσ−1(j))) = (0, (δσ(i)j)) = ϕσ(dj).
Consider

e = (1, (nmi)) = (1, nm, nm2, nm3, nm4, . . .) ∈ G.

We desire to show that ϕ(e) = (1, (nmσ(i))). Denote ϕ(e) = (w, (zi)), and notice as
(w, (zi)) ≥ 0 that for each j ∈ N, e ≥ nmσ(j)dσ(j) and (w, (zi)) ≥ zjdj . From the �rst
inequality we obtain

(w, (zi)) = ϕ(e) ≥ ϕ(nmσ(j)dσ(j)) = nmσ(j)dj ,

hence zi ≥ nmσ(j)δij for each i, in particular zj ≥ nmσ(j). And from the second we
obtain

e = ϕ−1(w, (zi)) ≥ ϕ−1(zjdj) = zjdσ(j),

hence nmi ≥ zjδiσ(j) for all i, in particular nmσ(j) ≥ zj . Ergo zj = nmσ(j) for all j.
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As ϕ(e) ∈ G, we can �nd an i0 such that nmσ(i) = nmiw when i ≥ i0. In particular,
nmσ(i0+k) = nmi0+kw = nmσ(i0)+k, hence σ(i0 + k) = σ(i0) + k for all k ≥ 0, ergo

σ({i0, i0 + 1, i0 + 2, i0 + 3, . . .}) = {σ(i0), σ(i0) + 1, σ(i0) + 2, . . .}

so as σ is bijective,

σ({1, 2, . . . , i0 − 1}) = {1, 2, . . . , σ(i0)− 1},

hence σ(i0) = i0. From this, it follows that σ(i) = i when i ≥ i0, and that w = 1 as
nmi0 = nmi0w and Z[ 1

m ] is torsion-free.
Now, we have seen that ϕ(dj) = ϕσ(dj) and ϕ(e) = ϕσ(e). Let

z = (x, y1, . . . , yk, xnm
k+1, xnmk+2, . . .) ∈ G

be given, and let us conclude that ϕ(z) = ϕσ(z). Now, as

nmk+1z = xnmk+1e+
k∑
j=1

(yj − xnmj)nmk+1dj ,

we see that nmk+1ϕ(z) = nmk+1ϕσ(z), hence ϕ(z) = ϕσ(z) as G is torsion-free. ♥

Example 5.2 Let n ∈ N\{1}, de�ne m = n+ 1, and let t ∈ (0, 1) be given. De�ne maps
g0, g1 : I∼n → Mn by g0 = diag(δ0, . . . , δ0) and g1 = diag(δ0, δ1, . . . , δ1), and f : I∼n →
Mm(I∼n ) by f = diag(id, (Mn ⊗ η)δt).

By 4.16, K((Mn ⊗ η)δt;n) = (n,
(

0 0
0 0

)
, 0), and therefore

K(gl;n) = (n, γl, 0) and K(f ;n) = (m,
(

1 0
0 1

)
, 1)

with γ0 =
(
0 0

)
and γ1 =

(
1 n− 1

)
=
(
1 −1

)
.

De�ne for l ∈ {0, 1} C∗-algebras Ali as

Al1 = I∼n , Ali = Mmi−1(I∼n )⊕Mn ⊕Mnm ⊕ · · · ⊕Mnmi−2

and maps f li : Ali → Ali+1 as

f l1(a) = (f(a), gl(a)), f li (a1, . . . , ai) = ((Mmi−1 ⊗ f)(a1), a2, . . . , ai, (Mmi−1 ⊗ gl(a1)),

and de�ne A0 = lim−→(A0
i , f

0
i ) and A1 = lim−→(A1

i , f
1
i ). We now desire to determine the

ordered groups K0(Al;Z⊕ Z/n) and K∗(Al).
The inductive systems (Gli, g

l
i) = (K0(Ali),K0(f li )) are as follows:

Gli = Zi, gli(x1, . . . , xi) = (mx1, x2, . . . , xi, nx1)
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By de�ning

G =
{

(x, (yi)) ∈ Z[ 1
m ]⊕

∏
i∈N
Z
∣∣∣∣ yi = nmix eventually

}
and maps ϕli : G

l
i → G as

(x1, . . . , xi) 7→ (
x1

mi
, x2, . . . , xi, nx1, nmx1, nm

2x1, . . .),

we see as ϕli = ϕli+1g
l
i, and as kerϕli = 0 ⊆ ker gl∞,i and

⋃
i imϕli = G, that (G,ϕli) =

lim−→(Gli, g
l
i).

As for K1(Al), the inductive systems (K1(Ali),K1(f li )) are the system

Z/n 1 // Z/n 1 // Z/n 1 // Z/n 1 // Z/n 1 // . . . ,

hence K1(Al) = Z/n. Notice that the systems (K∗(Ali),K∗(f
l
i )) have large denominators

as, using the notation of 3.6, K0(πr) K0(f li ) K0(ιs) = m ≥ 3 when K1(πr) K1(f li ) K1(ιs) 6=
0.
The inductive systems (H l

i , h
l
i) = (K0(Ali;Z/n),K0(f li ;Z/n)) are

H l
i = (Z/n)i+1, hli(x1, . . . , xi+1) = (x1, . . . , xi+1, l(x1 − x2)).

De�ne groups

H l =
{

(a, b, (ci)) ∈ Z/n⊕ Z/n⊕
∏
i∈N
Z/n

∣∣∣∣ ci = l(a− b) eventually
}

and maps ψli : H
l
i → H l as

(x1, . . . , xi+1) 7→ (x1, . . . , xi+1, l(x1 − x2), l(x1 − x2), . . .).

As kerψli = 0 ⊆ kerhl∞,i and
⋃
i imψli = H l, (H l, ψli) = lim−→(H l

i , h
l
i).

Let us now determine the positive cones in K0(Al;Z⊕Z/n) and K∗(Al). As K∗(Ali)
+ =

{(x1, . . . , xi, x) ∈ Zi ⊕ Z/n | xk ≥ 0, (x1 6= 0 ∨ x = 0)}, we see that

(G⊕ Z/n)+ =
⋃
i∈N

(ϕli ⊕ idZ/n)(K∗(Ali)
+) = {(x, (yi), z) | x ≥ 0, yi ≥ 0, (x 6= 0 ∨ z = 0)}.

And as K0(Ali;Z⊕ Z/n)+ equals

{(x1, . . . , xi, z1, . . . , zi+1) ∈ Zi ⊕ (Z/n)i+1 | x1 ≥ z1 ≥ 0, x1 ≥ z2 ≥ 0, xk ≥ zk+1 ≥ 0},

we get that

(G⊕H l)+ =
⋃
i∈N

(ϕli ⊕ ψli)(K0(Ali;Z⊕ Z/n)+)

= {(x, (yi), a, b, (ci)) | x ≥ 0, (x 6= 0 ∨ a = b = 0), yi ≥ ci ≥ 0}.
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Lemma 5.3 Consider the two C∗-algebras A0 and A1 de�ned in 5.2. Then the ordered
groups K0(A0;Z⊕ Z/n) and K0(A1;Z⊕ Z/n) are not isomorphic.

Proof. Assume, seeking a contradiction, that (ϕ0, ϕ) : K0(A0;Z ⊕ Z/n) → K0(A1;Z ⊕
Z/n) is an order-isomorphism.
As in 5.2, we let G denote the ordered group K0(A0) = K0(A1), and let H0 and

H1 denote the ordered groups K0(A0;Z/n) and K0(A1;Z/n) respectively. See 5.2 for
descriptions of G, H0 and H1, and of the positive cone in G⊕H0 and in G⊕H1.
First of all, we notice that we may assume that ϕ0 = id. According to 5.1, there exists

a permutation σ ∈ SN so that ϕ0(x, (yi)) = (x, (yσ(i)) for all (x, (yi)) ∈ G. By de�ning

ϕ̃ : H0 → H0 by (a, b, (ci)) 7→ (a, b, (cσ(i))), we see that (ϕ−1
0 , ϕ̃) : G ⊕H0 → G ⊕H0 is

an order-automorphism. Hence (ϕ0ϕ
−1
0 , ϕϕ̃) is an order-isomorphism.

Ergo, without loss of generality, we may assume that we have an order-isomorphism of
the form (id, ϕ) : G⊕H0 → G⊕H1. To reach the desired contradiction, let us show that
ϕ cannot be injective. De�ne for each j ∈ N an element xj ∈ G, and de�ne e1, e2 ∈ H0,
as

xj = (1, (nmi(1− δij))),
e1 = (1, 0, 0, 0, 0, 0, 0, 0, . . .),
e2 = (0, 1, 0, 0, 0, 0, 0, 0, . . .),

where δ is the Kronecker delta. Write ϕ(ek) = (ak, bk, (cki )), using minimal representa-
tives. For any j ∈ N, we see as (xj , e1) and (xj , e2) are positive, that (xj , ϕ(e1)) and
(xj , ϕ(e2)) are positive. Hence, for all i, j, nmi(1 − δij) ≥ cki ≥ 0, so by choosing i = j,
we see that cki = 0 for all i. Now, as ϕ(ek) ∈ H1, cki = ak − bk eventually, hence ak = bk.
Consider the elements a2e1 and a1e2 in H0. Clearly, a2e1 6= a1e2, but

ϕ(a2e1) = a2(a1, a1, 0, 0, 0, . . .) = a1(a2, a2, 0, 0, 0, . . .) = ϕ(a1e2).

♥

The proposition below improves the above result by adding the requirement that the
C∗-algebras are of real rank zero.

Proposition 5.4 Consider the two C∗-algebras A0 and A1 de�ned in 5.2. Then there
exist real rank zero AD algebras B0 and B1 where for each l ∈ {0, 1} the ordered
group K0(Bl;Z⊕ Z/n) is isomorphic to K0(Al;Z⊕ Z/n) and the ordered group K∗(Bl)
isomorphic to K∗(Al). In particular, K∗(B0) and K∗(B1) are isomorphic as ordered
groups, and Σ(B0) = Σ(B1), but B0 and B1 are not isomorphic.

Proof. As the inductive systems (K∗(Ali),K∗(f
l
i )) have large denominators, we get by 3.9

inductive systems (Alik , g
l
k) with real rank zero limits and satisfying for each l ∈ {0, 1}

that (Alik , g
l
k) is KK-shape equivalent to (Ali, f

l
i ). Denote B

l = lim−→(Alik , g
l
k)⊗K(`2(N)).

By continuity of K(−;n), cf. 4.15, we see by arguing as in 3.11 that the ordered
group K0(Bl;Z⊕ Z/n) is isomorphic to K0(Al;Z⊕ Z/n) and the ordered group K∗(Bl)
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isomorphic to K∗(Al). By 5.2 we conclude that K∗(B0) and K∗(B1) are isomorphic,
by 5.3 we see that K0(B0,Z⊕Z/n) and K0(B1;Z⊕Z/n) are not, and as B0 and B1 are
stabilized, Σ(B0) = Σ(B1). ♥
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6 Taking advantage of the UCT

In this section we prove the main theorem, namely that under some conditions on the
AD algebras A and B, any isomorphism between K(A;n) and K(B;n) may be lifted to
an isomorphism between A and B. Firstly, we therefore de�ne the notion of K(A;n) and
K(B;n) being isomorphic.

De�nition 6.1 By Hom(K(A;n),K(B;n)) we denote the set of triplets (ϕ0, ϕ, ϕ1) of
group homomorphisms �tting into the commutative diagram

K0(A)
ρAn //

ϕ0

��

K0(A;Z/n)
βAn //

ϕ

��

K1(A)

ϕ1

��
K0(B)

ρBn // K0(B;Z/n)
βBn // K1(B).

We let Hom(K(A;n),K(B;n))+ denote the subset consisting of the triplets for which
(ϕ0, ϕ) and (ϕ0, ϕ1) are positive maps. And by Hom(K(A;n),K(B;n))+,Σ we denote the
subset of positive triplets for which ϕ0(Σ(A)) ⊆ Σ(B). A triplet (ϕ0, ϕ, ϕ1) is said to
be N -large if (ϕ0, ϕ1) is. We consider K(A;n) and K(B;n) isomorphic if there exists
(ϕ0, ϕ, ϕ1) ∈ Hom(K(A;n),K(B;n))+,Σ with the maps ϕ0, ϕ and ϕ1 being bijective and
(ϕ−1

0 , ϕ−1, ϕ−1
1 ) ∈ Hom(K(B;n),K(A;n))+,Σ.

As the maps ρn and βn are de�ned as Kasparov multiplication from the left with
certain KK-classes, there is for every pair A,B of AD algebras a positive homomorphism

Γn : KK(A,B)→ Hom(K(A;n),K(B;n))

given by Kasparov multiplication from the right. By the Universal Coe�cient Theorem
(2.11) we notice that for any pair of maps (ϕ0, ϕ1) : K∗(A) → K∗(B) there is a map
ϕ : K0(A;Z/n)→ K0(B;Z/n) such that (ϕ0, ϕ, ϕ1) ∈ Hom(K(A;n),K(B;n)).

6.1 On building blocks

It turns out that we can say quite a lot about the map Γn in the case where A and B are
�nite direct sums of (matrix algebras over) building blocks. All proofs are from [Eil95].
We start out with A and B just being building blocks, �rst the case A = C(S1) and then
the case A = I∼n . The last case is annoyingly technical on the level of minor details.

Lemma 6.2 If K∗(A) is free or K∗(B) is divisible, then the map

Γn : KK(A,B)→ Hom(K(A;n),K(B;n))

is an isomorphism.

Proof. In either case, Ext1(K∗(A),K∗+1(B)) = 0 whereby injectivity of Γn (and in the
case n = 1 also surjectivity) follows from the UCT (2.11).
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As for surjectivity when n ≥ 2, let (ϕ0, ϕ, ϕ1) ∈ Hom(K(A;n),K(B;n)) be given. By
UCT we get an α ∈ KK(A,B) such that Γn(α) = (ϕ0, ϕ̃, ϕ1). By exactness of the rows
in the following commutative diagram

K0(A) n // K0(A)
ρAn //

ϕ0

��

K0(A;Z/n)
βAn //

ϕ

��
ϕ̃

��

K1(A)

ϕ1

��

n // K1(A)

K0(B) n // K0(B)
ρBn // K0(B;Z/n)

βBn // K1(B) n // K1(B),

we will obtain ϕ̃ = ϕ. If K∗(A) is free, then n : K1(A) → K1(A) is injective and ρAn
therefore surjective. As ϕρAn = ρBnϕ0 = ϕ̃ρAn , ϕ = ϕ̃ then follows. If K∗(B) is divisible,
then n : K0(B) → K0(B) is surjective and βNn therefore injective. As βBn ϕ = ϕ1β

A
n =

βBn ϕ̃, ϕ = ϕ̃ then follows. ♥

Lemma 6.3 Given k, n,m ∈ N with n,m 6= 1, the map

Γk : KK(I∼n , I∼m)→ Hom(K(I∼n ; k),K(I∼m; k))

is surjective. The map Γk is injective if and only if n | k. Furthermore, given any
α ∈ KK(I∼n , I∼m) one can �nd x, y, d ∈ Z with m

(n,m) | y and 0 ≤ d < n such that

Γk(α) = (x,
(

x 0
x− ny

m
ny
m

)
+ d

(
−1 1
−1 1

)
, y)

for all k ≥ 2, and for a �xed k the factor d will be unique modulo (n, k).

Proof. Recall from 4.7, 4.9 and 4.12 that the diagram an element Φ = (ϕ0, ϕ, ϕ1) ∈
Hom(K(I∼n ; k),K(I∼m; k)) must make commute, is the following

Z
ϕ0

��

“
1
1

”
// Z(n; k)

ϕ

��

n
k

(−1 1)
// Z/n

ϕ1

��
Z

“
1
1

”
// Z(m; k)

m
k

(−1 1)
// Z/m

where Z(l; k) = {(x, y) ∈ Z/k ⊕ Z/k | x ≡ y (mod k
(l,k))}. By UCT (2.11) we can �nd

α ∈ KK(I∼n , I∼m) such that Φ− Γk(α) = (0, ϕ̃, 0) for some ϕ̃.
For any d ∈ Z we consider the map

ψd = d

(
−1 1
−1 1

)
: Z(n; k)→ Z(m; k)

and notice that it is not only well-de�ned but also (0, ψd, 0) ∈ Hom(K(I∼n ; k),K(I∼m; k)).
Clearly ψd = ψe exactly when d ≡ e (mod (n, k)). By 4.16 we see that ψd = Γk(d([ηδ1]−
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[ηδ0])) ∈ im Γk. Now, we wish for ϕ̃ = ψd for some d. Notice that (1, 1) and (0, k
(n,k))

generate Z(n; k), so if ϕ̃((0, k
(n,k))) = (b, c) then

ϕ̃ =

(
− (n,k)b

k
(n,k)b
k

− (n,k)c
k

(n,k)c
k

)

as ϕ̃((1, 1)) = 0. Now, as m
k (c − b) = 0 in Z/m, we conclude that k | (c − b). And as

(0, k
(n,k)) is of order (n, k) in Z(n; k), we conclude that (n, k) annihilates (b, c), hence

k
(n,k) | b. We may therefore write b = d k

(n,k) and c = e k
(n,k) where d ≡ e (mod (n, k)),

and it follows that ϕ̃ = ψd = ψe.
Hence Φ − Γk(α) ∈ im Γk, and we may conclude that Γk is surjective. Furthermore,

since K∗(ηδ0) and K∗(inm,n) generate Hom(K∗(I∼n ),K∗(I∼m)), cf. 4.16, we may conclude
that K(ηδ0; k), K(ηδ1; k) and K(inm,n; k) generate Hom(K(I∼n ; k),K(I∼m; k)).
Now, if n | k, then (n, k) = n and Hom(K(I∼n ; k),K(I∼m; k)) therefore contains at least

(n,m)n torion elements, namely those of the form Γk(αl)+ψd where αl ∈ KK(I∼n , I∼m) is a
lift of (0, m

(n,m) l) : K∗(I∼n )→ K∗(I∼m) and (l, d) ∈ {1, . . . , (n,m)}×{1, . . . , n}, and at least

one non-torsion element, namely Γk(α) where α is a lift of (1, 0) ∈ Hom(K∗(I∼n ),K∗(I∼m)).
As Γk is surjective and maps from a group which by UCT (2.11) is isomorphic to the
group Ext1(Z/n,Z)⊕Z⊕Z/(n,m) = Z/n⊕Z⊕Z/(n,m) and therefore has exactly one
free part and exactly (n,m)n torsion elements, Γk must be injective.
On the other hand, if n doesn't divide k, then (n, k) < n hence ψ(n,k) : Z(n;n) →
Z(m;n) is non-zero and therefore (n, k)([ηδ1] − [ηδ0]) 6= 0. However Γk((n, k)([ηδ1] −
[ηδ0])) = ψ(n,k) = 0 as (n, k) ≡ 0 (mod (n, k)), hence Γk is not injective.
As for the last claim of the lemma, given an α ∈ KK(I∼n , I∼m) we notice that Γn(α) =

(ϕ0, ϕ, ϕ1) where the part (ϕ0, ϕ1) must have the form (x, y) with m
(n,m) | y as ϕ1 : Z/n→

Z/m. By not too many di�culties one can show that

ϕ̃ =
(

x 0
x− ny

m
ny
m

)
de�nes a map ϕ̃ : Z(n; k) → Z(m; k), and one easily checks that (ϕ0, ϕ̃, ϕ1) lies in
Hom(K(I∼n ; k),K(I∼m; k)), hence Γn(α) − (ϕ0, ϕ̃, ϕ1) = (0, ψd, 0) where we may choose

0 ≤ d < (n, n) = n. Now, de�ne α̃ = (x − yn
m )[ηδ0] + y(n,m)

m [inm,n] + d([ηδ1] − [ηδ0]).

As Γk(α̃) = (x,
(

x 0
x− ny

m
ny
m

)
+ d

(
−1 1
−1 1

)
, y) for any k ≥ 2, we see in particular that

Γn(α) = Γn(α̃) whereby we conclude that α = α̃ as Γn is injective, and the desired
follows. ♥

Quite similarly, also using 4.16, one can show the following.

Lemma 6.4 Given k, n ∈ N with n 6= 1, the map

Γk : KK(I∼n , C(S1))→ Hom(K(I∼n ; k),K(C(S1); k))
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is surjective. The map Γk is injective if and only if n | k. Furthermore, given any
α ∈ KK(I∼n , C(S1)) one can �nd x, d ∈ Z with 0 ≤ d < n such that

Γk(α) = (x,
(
x 0

)
+ d

(
−1 1

)
, 0)

for all k ≥ 2, and for a �xed k the factor d will be unique modulo (n, k).

As we want to lift isomorphisms in Hom(K(A; k),K(B; k)) to isomorphisms A→ B, it
is of interest for us to lift positive homomorphisms in Hom(K(A; k),K(B; k)) to elements
in KK(A,B)+. We start out with a special case and then use it to prove the claim in
the general case.

Lemma 6.5 Given Φ = (ϕ0, ϕ, ϕ1) ∈ Hom(K(I∼n ; k),K(A; k))+ with A ∈ {I∼m, C(S1)}
and ϕ1 = 0, one can �nd a0, a1 ∈ N0 such that Γk(a0[ηδ0] + a1[ηδ1]) = Φ.

Proof. Consider �rst the case A = I∼m. According to 6.3 and as y = 0, Φ is of the form

Φ = (x,
(
x− d d
x− d d

)
, 0)

where we may choose 0 ≤ d < (n, k). We notice that the positive element ( k
(k,n) , 0,

k
(k,n)) ∈

K0(I∼n ;Z⊕Z/k)+ is mapped by (ϕ0, ϕ) to the element ( xk
(k,n) ,

dk
(k,n) ,

dk
(k,n)) of K0(I∼m;Z/⊕

Z/k) which must be positive as (ϕ0, ϕ) is positive, whereby we conclude that x ≥ d as
0 ≤ d < k, cf. 4.9 and the de�nition of Z⊕≥ Z(m; k). By setting a0 = x− d and a1 = d
we therefore obtain a0, a1 ∈ N0, and Γk(a0[ηδ0] + a1[ηδ1]) = Φ according to 4.16.
The case A = C(S1) is dealt with almost identically. By 6.4 we can �nd 0 ≤ d < (n, k)

such that
Φ = (x,

(
x 0

)
+ d

(
−1 1

)
, 0),

and as ( k
(k,n) , 0,

k
(k,n)) is mapped to ( xk

(n,k) ,
dk

(n,k)) we again obtain d ≤ x as the group

K0(C(S1);Z ⊕ Z/k) is isomorphic to Z ⊕≥ Z/k. By setting a0 = x − d and a1 = d we
obtain the desired, cf. 4.16. ♥

Lemma 6.6 If n divides k, then given Φ ∈ Hom(K(I∼n ; k),K(I∼m; k))+ one can �nd
a0, a1, a2, a3 ∈ N0 such that Γk(a0[ηδ0] + a1[ηδ1] + a2[inm,n] + a3[inm,n]) = Φ.

Proof. As n | k, we can write k = an with a ∈ N. By 6.3 we get that Φ is of the form

Φ = (x,
(

x 0
x− ny

m
ny
m

)
+ d

(
−1 1
−1 1

)
, y)

where we may assume 0 ≤ y < m and 0 ≤ d < n, and where m
(n,m) | y.

As (a, 0, a) ∈ K0(I∼n ,Z ⊕ Z/k)+, we conclude that the image (xa, da, a(nym + d)) is
positive. Since 0 ≤ d < n, we see that 0 ≤ ad < an = k, which means that ad is the
minimal representative and we may conclude that ad ≤ ax, hence d ≤ x. Now, a(nym +d)
may not be the minimal representative, as we only know that 0 ≤ a(nym +d) < an+an =
2k. We consider the cases 0 ≤ a(nym + d) < k and k ≤ a(nym + d) < 2k seperately.
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If 0 ≤ a(nym + d) < k, then a(nym + d) ≤ ax hence ny
m + d ≤ x. As m

(n,m) | y we can write

y = z m
(n,m) with z ∈ N0, and de�ne

Φ̃ = Φ− zK(inm,n; k) = (x− ny

m
,

(
x− ny

m 0
x− ny

m 0

)
+ d

(
−1 1
−1 1

)
, 0).

We want Φ̃ to belong to Hom(K(I∼n ; k),K(I∼m; k))+ as this will allow us to use 6.5. As
x− ny

m ≥ d ≥ 0, the K∗-part of Φ̃ is positive. The four generators of K0(I∼n ;Z⊕Z/k)+ are

(1, 0, 0), (1, 1, 1), (a, 0, a) and (a, a, 0) as a = k
(n,k) , and they are mapped to (x− ny

m , 0, 0),
(x− ny

m , x−
ny
m , x−

ny
m ), a(x− ny

m , d, d) and a(x− ny
m , x−

ny
m −d, x−

ny
m −d) which therefore

are the four elements we desire to be positive. The two �rst elements are clearly positive,
and as x ≥ ny

m + d gives us that a(x− ny
m ) ≥ ad ≥ 0 and a(x− ny

m ) ≥ a(x− ny
m − d) ≥ 0,

the two last elements are positive as well. Therefore Φ̃ is positive and 6.5 provides us
with a0, a1 ∈ N0 such that Γk(a0[ηδ0] + a1[ηδ1]) = Φ̃, and by setting a2 = z and a3 = 0
we obtain the desired as Φ = Φ̃ + zK(inm,n; k).
If k ≤ a(num + d) < 2k, then a(nym + d) − k is the minimal representative, hence

0 ≤ ny
m +d−n < n, and ny

m +d−n < x as then a(nym −d)−k ≤ ax. Write m−y = z m
(n,m)

with z ∈ N0, and de�ne

Φ̃ = Φ− zK(inm,n; k) = (x− n+
ny

m
,

(
x ny

m − n
x− n ny

m

)
+ d

(
−1 1
−1 1

)
, 0).

Again we desire Φ̃ to be positive. The K∗-part is positive as x−n+ ny
m ≥ d−n+ ny

m ≥ 0.
The four generators of K0(I∼n ;Z⊕Z/k)+ are mapped to (x−n+ ny

m , 0, 0), (x−n+ ny
m , x−

n+ ny
m , x−n+ ny

m ), a(x−n+ ny
m ,

ny
m −n+d, nym +d) and a(x−n+ ny

m , x−d, x−n−d). Again
the two �rst elements are clearly positive, the third element is positive since an = k and
0 ≤ a(nym − n + d) ≤ a(x − n + ny

m ) as d ≤ x, and the fourth element is positive since

an = k and 0 ≤ a(x− d) ≤ a(x− n+ ny
m ) as 0 ≤ d− n+ ny

m . Hence Φ̃ is positive and 6.5

provides us with a0, a1 ∈ N0 such that Φ̃ = Γk(a0[ηδ0] + a1[ηδ1]), and by setting a2 = 0
and a3 = z we obtain the desired. ♥

The lifting result for �nite direct sums of matrices over building blocks can now be
achieved. It is one of the key tools in the proof of the main theorem.

Proposition 6.7 Let A and B be �nite direct sums of matrix algebras over building
blocks. If N exceeds the maximal size m of dimension drop algebras I∼m occuring in A,
then

Γn(KK(A,B)+,Σ) ⊇ Hom(K(A;n),K(B;n))+,Σ,N .

Proof. Firstly, we consider the case where A = Mk(C) and B = Ml(D) are matrices
over building blocks C and D. Let Φ = (ϕ0, ϕ, ϕ1) ∈ Hom(K(A;n),K(B;n))+,Σ,N

be given. Notice that ϕ0 is multiplication by some x ∈ Z since K0(A) = K0(B) =
Z, that x ≥ 0 since ϕ0 is positive and K0(A)+ = K0(B)+ = N0, and that xk ≤ l
since ϕ0 respects the scales and Σ(A) = {0, . . . , k} and Σ(B) = {0, . . . , l}. So, if we
can �nd a ∗-homomorphism α : C → Mx(D) such that K(α;n) = Φ, we can de�ne
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α̃ = diag(α ⊗ 1k, 0, . . . , 0) : Mk(C) → Ml(D) as xk ≤ l, and the desired will follow as
[α̃] ∈ KK(A,B)+,Σ and K(α̃;n) = K(α;n) = Φ.
The construction of α : C → Mx(D) depends on what kinds of building blocks C and

D are. We consider �rst the case where both C = I∼m and D = I∼p are dimension drop

algebras. As by stability Φ ∈ Hom(K(C;n),K(D;n))+,N , we get by 6.3 that

Φ = (x,
(

x 0
x− my

p
my
p

)
+ d

(
−1 1
−1 1

)
, y)

for some d, y ∈ Z with 0 ≤ d < (n,m) and 0 ≤ y < p. We consider the two cases
y = 0 and y 6= 0 separately. If y = 0, then 6.5 gives us a0, a1 ∈ N0 such that
Γn(a0[ηδ0] + a1[ηδ1]) = Φ and thereby in particular x = a0 + a1, so we may de�ne
α = diag(ηδ0, . . . , ηδ0, ηδ1, . . . , ηδ1) : C → Mx(D) to consist of �rst a0 copies of ηδ0 and
then a1 copies of ηδ1, and clearly K(α;n) = Φ. If y 6= 0, then x ≥ N ≥ m as (ϕ0, ϕ1) is
N -large. We notice now that in this case

(x,
(

x 0
x− my

p
my
p

)
+ d

(
−1 1
−1 1

)
, y) ∈ Hom(K(C;m),K(D;m))+

as the generators (1, 0, 0), (1, 1, 1), (1, 0, 1) and (1, 1, 0) of K0(C;Z⊕Z/m)+ are mapped to
(x, 0, 0), (x, x, x), (x, 0, myp ) and (x, x, x− my

p ) which are all positive as x ≥ m ≥ my
p ≥ 0.

We may therefore conclude by 6.6 together with 6.5 that there is a0, a1, a2, a3 ∈ N0 and
0 ≤ d′ < m such that

Γq(a0[ηδ0] + a1[ηδ1] + a2[inp,m] + a3[inp,m]) = (x,
(

x 0
x− my

p
my
p

)
+ d′

(
−1 1
−1 1

)
, y)

for all q and where d′ ≡ d (mod (m,m)) as

Γm(a0[ηδ0] + a1[ηδ1] + a2[inp,m] + a3[inp,m]) = (x,
(

x 0
x− my

p
my
p

)
+ d

(
−1 1
−1 1

)
, y).

Notice that x = a0 K0(ηδ0)+a1 K0(ηδ1)+a2 K0(inp,m)+a3 K0(inp,m) = a0+a1+ m
(m,p)(a2+

a3), hence as inp,m, inp,m : C → M m
(m,p)

(D) we may de�ne our ∗-homomorphism as α =

diag(ηδ0, . . . , ηδ0, ηδ1, . . . , ηδ1, inp,m, . . . , inp,m, inp,m, . . . , inp,m) : C → Mx(D) consisting
of a0 copies of ηδ0, a1 of ηδ1, a2 of inp,m, and a3 of inp,m. As d′ ≡ d (mod (n,m)), we
see that K(α;n) = Γn([α]) = Φ.
If C = I∼m andD = C(S1), then similarly 6.5 gives us a0, a1 ∈ N0 such that Γn(a0[ηδ0]+

a1[ηδ1]) = Φ, hence a0 + a1 = x and we de�ne α = diag(ηδ0, . . . , ηδ0, ηδ1, . . . , ηδ1) : C →
Mx(D) and obtain K(α;n) = Φ.
If C = C(S1), then the proof of 6.2 tells us that Φ is dictated by (ϕ0, ϕ1), hence we

need only �nd α : C → Mx(D) satisfying K∗(α) = (ϕ0, ϕ1). Write (ϕ0, ϕ1) = (x, y),
and notice that since (ϕ0, ϕ1) is N -large, x = 0 will imply y = 0 in which case α = 0
will do, hence we may assume that x ≥ 1. Consider the element u ∈ C(S1) given by
u(t) = t, and notice that u generates C(S1) as a C∗-algebra, hence we may de�ne a unital
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∗-homomorphism α : C → Mx(D) merely be de�ning α(u), as long as α(u) is set to be
a unitary element. In the case where D = C(S1), we de�ne α(u) = diag(uy, 1, . . . , 1).
And in the case where D = I∼p , we de�ne α(u) = diag(uyp, 1, . . . , 1), where up ∈ I∼p is
de�ned as up(t) = diag(e2πit, 1, . . . , 1). As 1 generate K0(C(S1)) and K0(I∼p ), we see that
K0(α) = x in both cases, and as u generate K1(C(S1)) and up generate K1(I∼p ), we see
that K1(α) = y. Hence we have obtained K(α;n) = Φ in both cases.
Secondly, in the general case we have A = A1 ⊕ · · · ⊕ Am and B = B1 ⊕ · · ·Bk

being �nite direct sums of matrices over building blocks. Consider the canonical in-
jections and projections ιAi : Ai → A, ιBj : Bj → B, πAi : A → Ai and πBj : B → Bj ,

and notice how for any Φ ∈ Hom(K(A;n),K(B;n))+,Σ,N we have K(πBj ;n)ΦK(ιAi ;n) ∈
Hom(K(A;n),K(B;n))+,Σ,N . By the above shown we may lift to ∗-homomorphisms
αji : Ai → Bj satisfying K(αji;n) = K(πBj ;n)ΦK(ιAi ;n), and by de�ning α : A → B as

α =
∑
ιBj αjiπ

A
i we achieve K(α;n) = Φ, cf. 2.9. ♥

6.2 Completeness of K(−;n)

As mentioned, the main result is that any isomorphism between K(A;n) and K(B;n)
may be lifted to an isomorphism between A and B, when the AD algebras A and B
satisfy some demands. One of the demands being that n tor K1(−) = 0, which means
that βn is surjective on the torsion part of K1(−) and therefore in a sense keeps track of
it. The proof is from [Eil95], and but a few details have been added, in particular when
dealing with the claim that n tor im K1(fi) = 0 may be assumed.
The strategy of the proof is quite standard, namely to pull back the isomorphism of

the K-groups to homomorphisms of the K-groups of the �nite direct sums of matrices
over building blocks, and then lift these to a KK-shape equivalence that will induce the
desired isomorphism of the C∗-algebras.

Theorem 6.8 The invariant K(−;n) is strongly complete for the class of real rank zero
AD algebras with n tor K1(−) = 0.

Proof. Let real rank zero AD algebras A and B be given, and assume that n tor K1(A) =
0, n tor K1(B) = 0, and that Φ = (ϕ0, ϕ, ϕ1) ∈ Hom(K(A;n),K(B;n)) an isomorphishim
is given. Let inductive systems (Ai, fi) and (Bi, gi) of matrix algebras over building blocks
be given, and assume that A = lim−→(Ai, fi) and B = lim−→(Bi, gi).
We wish to invoke theorem 3.12 to prove the existence of an isomorphism α : A → B

satisfying K(α;n) = Φ, and we therefore construct a suitable KK-shape equivalence of
subsystems of (Ai, fi) and (Bi, gi).
Recall that the groups K0(Ai), K0(Ai;Z/n) and K1(Ai) are �nite direct sums of cyclic

groups, cf. 4.9 and 4.7. Recall also that by 4.15, K(−;n) is continuous.
First of all we notice that we can assume that

n tor im K1(fi) = 0 and n tor im K1(gi) = 0

for any i. To see this, consider the subgroup G = {x ∈ K1(Ai) | K1(f∞,i)(x) ∈
tor K1(Ai)} of K1(Ai). Recall that any submodule of a �nitely generated Z-module
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is �nitely generated, as Z is a principal ideal domain. So as K1(Ai) is �nitely gener-
ated, so is G, and we let x1, . . . , xm denote a set of generators for G. For each xµ we
have K1(f∞,i)(xµ) ∈ tor K1(A) and thereby nK1(f∞,i)(xµ) = 0, hence we can �nd a
jµ ≥ i such that nK1(fj,i)(xµ) = 0 whenever j ≥ jµ. Put j = max{j1, . . . , jm}, and
the claim is that n tor im K1(fj,i) = 0. For any x ∈ K1(Ai) we see that if K1(fj,i)(x) ∈
tor K1(Aj) then x lies in G and is therefore on the form x = n1x1 + · · ·+nmxm whereby
nK1(fj,i)(x) = 0 follows as nK1(fj,i)(xµ) = 0. Now, as we for any i can �nd a j ≥ i
such that n tor im K1(fj,i), we see that by discarding some Ais and renumbering, we may
assume n tor im K1(fi) = 0 hold for every i. Similarly we may assume n tor im K1(gi) = 0.
We know describe how one for each i can construct a j ≥ i and a Ψ = (ψ0, ψ, ψ1) ∈

Hom(K(Ai;n),K(Bj ;n))+,Σ,N satisfying K(g∞,j ;n)Ψ = ΦK(f∞,i;n) and where N de-
notes the maximal size m of dimension drop algebras I∼m occuring in Ai.
We begin by constructing a homomorphism ψ : K0(Ai;Z/n) → K0(Bj ;Z/n) satis-

fying K0(g∞,j ;Z/n)ψ = ϕK0(f∞,i;Z/n). Let x1, . . . , xm denote generators for the m
summands of K0(Ai;Z/n). For each xµ we can �nd a jµ such that ϕ(K0(f∞,i)(xµ)) ∈
im K0(g∞,jµ) and thereby a yµ ∈ K0(Bjµ ;Z/n) with ϕ(K0(f∞,i)(xµ)) = K0(g∞,jµ)(yµ),
and if xµ is a torsion element of order k then since ϕ(K0(f∞,i)(kxµ)) = 0 we can obtain
kyµ = 0 by choosing jµ su�ciently large. Putting j = max{j1, . . . , jm} we can now de-
�ne a homomorphism ψ : K0(Ai;Z/n) → K0(Bj ;Z/n) by xµ 7→ K0(gj,jµ ;Z/n)(yµ) and
expanding by Z-linearity. This j will probably not be large enough to satisfy our further
demands, and each time we replace j by a larger j′ it is implied that ψ is replaced by
K0(gj′,j ;Z/n)ψ.
The maps ψ0 : K0(Ai)→ K0(Bj) and ψ1 : K1(Ai)→ K1(Bj) are constructed similarly

by replacing j with a number su�ciently larger. We wish for (ψ0, ψ) and (ψ0, ψ1) to
be positive, and as K0(Ai;Z/n)+ is �nitely generated, as (ϕ0, ϕ) is positive, and as
K0(B;Z ⊕ Z/n)+ = lim−→K0(Bk;Z ⊕ Z/n)+, we see that (ψ0, ψ) will be positive if we

choose j su�ciently large. Since K∗(C(S1))+ isn't �nitely generated as K∗(I∼m)+ is, it
seems harder to make (ψ0, ψ1) positive. But notice that if (x, y) is a positive element
of K∗(C(S1)) or K∗(I∼m), then (x, ky) is as well for any k ∈ Z. As any positive element
of K∗(C(S1)) can be written as a �nite sum of elements of the form (1, k), we conclude
that (ψ0, ψ1) will be positive on a summand of the form K∗(C(S1)) if it is positive on the
summand's element (1, 1). We can thereby make also (ψ0, ψ1) � and thereby the entire
triplet (ψ0, ψ, ψ1) � positive merely by choosing j large enough.
And as Σ(Ai) is �nitely generated and Σ(B) = lim−→Σ(Bk), ψ0 will preserve the scale if

we choose j large enough.

To obtain ρ
Bj
n ψ0 = ψρAin and β

Bj
n ψ = ψ1β

Ai
n , we only need to achieve it on the �nitely

many generators, and as

K0(g∞,j ;Z/n)ρBjn ψ0 = ρBnϕ0 K0(f∞,i) = ϕρAn K0(f∞,i) = K0(g∞,j ;Z/n)ψρAin

and K1(g∞,j)β
Bj
n ψ = K1(g∞,j)ψ1β

Ai
n , we only need to replace j by a step su�ciently

larger.
As we want (ψ0, ψ1) to be N -large, we let lemma 3.8 provide us with a j′ such that

K∗(gj′,j) is N -large. Being positive the maps (ψ0, ψ1) and K∗(gj′,j) will be of the
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form ((xrs), (yrs)) where xrs ≥ 0 and xrs > 0 when yrs 6= 0. Using this one can show
by matrix multiplication that K∗(gj′,j)(ψ0, ψ1) is N -large, and by replacing j with j′

we obtain Ψ = (ψ0, ψ, ψ1) ∈ Hom(K(Ai;n),K(Bj ;n))+,Σ,N . By a similar argument we
notice that with this new j the map K∗(gj′,j)(ψ0, ψ1) is N -large for any j′ ≥ j.
Using the same procedure we can construct a Ψ̃ ∈ Hom(K(Bj+1;n),K(Ak;n))+,Σ,M

with K(f∞,k;n)Ψ̃ = Φ−1K(g∞,j+1;n) whereM denotes the maximal sizem of dimension
drop algebras I∼m occuring in Bj+1. And as

K(f∞,i;n) = Φ−1K(g∞,j ;n)Ψ = K(f∞,k;n)Ψ̃K(gj ;n)Ψ

we can, by choosing a larger k, assume that K(fk,i;n) = Ψ̃K(gj ;n)Ψ.
Now, by using this construction recursively, discarding Ais and Bjs and renumbering

as we proceed, we obtain a commutative diagram

K(A1;n)
K(f1;n) // K(A2;n)

K(f2;n) //

Ψ1

��

K(A3;n)
K(f3;n) // K(A4;n)

K(f4;n) //

Ψ2

��

· · ·
K(f∞,i;n)// K(A;n)

Φ
��

K(B1;n)
K(g1;n) // K(B2;n)

K(g2;n) // K(B3;n)
K(g3;n) //

Ψ̃1

OO

K(B4;n)
K(g4;n) // · · ·

K(g∞,i;n)// K(B;n)

Φ−1

OO

with homomorphisms Ψi ∈ Hom(K(A2i;n),K(B2i;n))+,Σ,Ni and homomorphisms Ψ̃i ∈
Hom(K(B2i+1;n),K(A2i+1;n))+,Σ,Mi where Ni and Mi denote the maximal size m of
dimension drop algebras I∼m occuring in A2i respectively B2i+1.
Proposition 6.7 gives us homomorphisms ψi : A2i → B2i and ψ̃i : B2i+1 → A2i+1 satis-

fying K(ψi;n) = Ψi and K(ψ̃i;n) = Ψ̃i. We want to realize that the diagram

A1

ψ1f1
��

f3,1 // A3

ψ2f3
��

f5,3 // A5
f7,5 //

ψ3f5
��

A7

ψ4f7
��

// · · ·

B2

ψ̃1g2

88ppppppppppppp
g4,2

// B4

ψ̃2g4

88ppppppppppppp
g6,4

// B6

ψ̃3g6

88ppppppppppppp
g8,6

// B8

88ppppppppppppp // · · ·

commutes at the level of KK-theory. To make the part

A2i−1
f2i−1 // A2i

ψi
��

f2i // A2i+1

B2i
g2i // B2+1.

ψ̃i

OO

commute at the level of KK-theory it su�cies to prove that it does when A2i−1, A2i,
and B2i+1 are building blocks, cf. remark 2.9. If both A2i−1 and A2i are dimension
drop algebras, then the desired follows from lemma 6.9. Elsewise if e.g. A2i−1 is a circle
algebra then K∗(A2i−1) is free and the desired follows from the injectivity stated in 6.2.
Similarly one sees that the part

A2i+1
f2i+1 // A2i+2

ψi+1

��
B2i

g2i // B2i+1
g2i+1 //

ψ̃i

OO

B2i+2
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commutes at the level of KK-theory.
By theorem 3.12 we get an isomorphism α : A→ B that satisfy

[αf∞,2i−1] = [g∞,2iψif2i−1] and [α−1g∞,2i] = [f∞,2i+1ψ̃ig2i]

and thereby in particular

K(α;n)K(f∞,2i−1;n) = K(g∞,2i;n)ΨiK(f2i−1;n) = ΦK(f∞,2i−1;n)

from which K(α;n) = Φ follows. ♥

The following lemma was needed in the proof of 6.8.

Lemma 6.9 Consider maps

I∼m
ϕ // I∼k

ψ1 //
ψ2

// A

where A is a building block. If n tor im K1(ϕ) = 0 and K(ψ1;n) = K(ψ2;n), then
[ψ1ϕ] = [ψ2ϕ] as elements of KK(I∼m, A).

Proof. Since K∗(ψ1) = K∗(ψ2), we only need prove K0(ψ1ϕ;Z/m) = K0(ψ2ϕ;Z/m) to
obtain �rst K(ψ1ϕ;m) = K(ψ2ϕ;m) and then by the injectivity stated in 6.3 or 6.4 that
[ψ1ϕ] = [ψ2ϕ]. Now, either A is a dimension drop algebra I∼l or A is the circle algebra
C(S1), and we handle the two cases separately; they are however quite similar.
Assume �rstly that A = I∼l . According to 6.3, and as K∗(ψ1) = K∗(ψ2), there exist

d1, d2 ∈ Z and x, y ∈ Z with 0 ≤ di < k and such that

K(ψi; r) = (x,
(

x 0
x− ky

l
ky
l

)
+ di

(
−1 1
−1 1

)
, y)

for any r ≥ 2. As for a �xed r, the number di is unique modulo (k, r), we conclude since
K(ψ1;n) = K(ψ2;n) that (k, n) | d1 − d2. Write d1 − d2 = a(k, n). By 6.3 again, we get
z, w, e ∈ Z with 0 ≤ e < m and satisfying

K(ϕ; r) = (z,
(

z 0
z − mw

k
mw
k

)
+ di

(
−1 1
−1 1

)
, w)

for all r ≥ 2. As n tor im K1(ϕ) = 0 and K1(I∼k ) = Z/k, we notice that k | nw whereof
one may conclude that k | (k, n)w. By matrix multiplication we see that

K0(ψiϕ;Z/r) =
(

xz 0
xz − myw

l
myw
l

)
+ (ex+ di

mw

k
)
(
−1 1
−1 1

)
for all r ≥ 2. Now,

(d1 − d2)
mw

k
=
a(n, k)mw

k
=
(
a

(k, n)w
k

)
m,

so we conclude that m | (e+d1
mw
k )− (e+d2

mw
k ) hence K0(ψ1ϕ;Z/m) = K0(ψ2ϕ;Z/m).
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Assume secondly that A = C(S1). According to 6.4, and as K∗(ψ1) = K∗(ψ2), there
exist d1, d2 ∈ Z and x ∈ Z with 0 ≤ di < k and such that

K(ψi; r) = (x,
(
x 0

)
+ di

(
−1 1

)
, 0)

for any r ≥ 2. Again we conclude as K(ψ1;n) = K(ψ2;n) that (k, n) | d1− d2. As before
we have by 6.3 that

K(ϕ; r) = (z,
(

z 0
z − mw

k
mw
k

)
+ di

(
−1 1
−1 1

)
, w)

for all r ≥ 2, and we recall that k | (k, n)w. By matrix multiplication we see that

K0(ψiϕ;Z/r) =
(
xz 0

)
+ (ex+ di

mw

k
)
(
−1 1

)
for all r ≥ 2, and as before we may conclude that m | (e + d1

mw
k ) − (e + d2

mw
k ) hence

K0(ψ1ϕ;Z/m) = K0(ψ2ϕ;Z/m). ♥

Remark 6.10 In [Eil95, 6.3.2] it is shown that the invariant K(−;∞), mentioned in 4.14,
is strongly complete for the class of real rank zero AD algebras, with no limitations on
tor K1(−). The strategy of proof is quite similar to that of the completeness of K(−;n);
namely that a lifting result like 6.7 is established and used to make an isomorphism of
K(A;∞) and K(B;∞) into a KK-shape equivalence of A and B. As with 6.7 and 6.8,
there is a lot of technical work in it, however.
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7 Exploiting a range result for the invariant

A range result for an invariant F is a description of exactly which objects that occur
as F (A) for some A. Or rather, this is a range result for the objects, as one may also
ask e.g. which automorphisms that occur as F (α) when α : A → A runs through the
automorphisms of A.
Now, in [ET] such a range result for the objects was made for the invariant K(−;n)

(with the scale Σ(−) omitted) and the class of real rank zero AD algebras, and in this
section we will see how one directly from this range result can conclude that the invariant
may be reduced if one adds some restrictions to the AD algebras, for example requires
them to be simple. It is also mentioned how one may use the range result to prove
irreducibility of the invariant.
Most importantly, in a way, we will investigate how the invariant carries more infor-

mation than ordinary K-theory does. Because, as we will see, our invariant splits, so
K0(−;Z/n) as a group is determined by the graded group K∗(−).

7.1 The range result

To just phrase the range result, we will be needing some terminology on ordered abelian
groups from [Goo86] and [ET]. It will be introduced right after the theorem has been
stated. We will not prove the theorem but merely import it. However, the entire section
will rely on it.
By comparing the theorem to 6.8, one gets a bijection between real rank zero AD alge-

bras A with n tor K1(A) = 0 and so-called n-coe�cient complexes G with n torG1 = 0.
Thus, we now have a completely algebraic description of the class of real rank zero AD
algebras with bounded torsion in K1(−).

Theorem 7.1 [ET, 5.4] Up to isomorphism, the n-coe�ecient complexes are exactly
those that arise as K(A;n) (with the scale Σ(A) omitted) where A is a real rank zero
AD algebra.

Firstly, recall that an ordered group G is said to be unperforated if for all x ∈ G and
n ∈ N, nx ≥ 0 implies x ≥ 0. Only torsion-free groups are unperforated. The group is
called weakly unperforated if it just satis�es the following two conditions: for all x ∈ G
and n ∈ N, nx ≥ 0 implies that there exists t ∈ G[n] such that x + t ≥ 0; and, for all
x ∈ G+, n ∈ N and t ∈ torG, nx+t ≥ 0 implies x±t ≥ 0. Here G[n] = {g ∈ G | ng = 0}.
Notice that the latter condition is automatically satis�ed if the group is a direct sum

G = G0 ⊕ G1 of ordered groups where the �rst group G0 is torsion-free and where the
�rst group G0 dominates the order of G in the sense that (x, y1 ± y2) ≥ 0 whenever
(x, y1), (x, y2) ≥ 0. We will refer to such an ordered group G0 ⊕G1 where G0 dominates
the order as a graded ordered group � not to be confused with an ordered graded group.
Clearly we obtain G0 as an ordered group when we restrict the order of G0⊕G1 to G0⊕0,
and we will often do so.
When considering an ordered group G we de�ne an order on G⊕G, making it into a

graded ordered group, by saying that (x1, x2) ≥ 0 when x1 ≥ 0 and x2 ∈ {x ∈ G | ∃n ∈
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N : −nx1 ≤ x ≤ nx1}. The subset {x ∈ G | ∃n ∈ N : −nx1 ≤ x ≤ nx1} is known as the
order ideal generated by x1. Also, a surjective group homomorphism ϕ : G→ H from an
ordered group G induces the quotient order from G on H by H+ = ϕ(G+).
The Riesz interpolation property is that for any x1, x2, y1, y2 ∈ G+ that satisfy x1+x2 =

y1 + y2, one can �nd zij ∈ G+ such that xi = zi1 + zi2 and yj = z1j + z2j .

De�nition 7.2 An n-coe�cient complex G is an exact sequence

G0
n // G0

ρ // Gn
β // G1

n // G1

of abelian groups where

• Gn is a Z/n-module,

• G0⊕G1 and G0⊕Gn are graded ordered groups that restrict to the same order on
G0,

• G0 ⊕G1 has the Riesz interpolation property,

• G0 is unperforated and G0 ⊕G1 is weakly unperforated,

• G0 ⊕ im ρ has the quotient order comming from G0 ⊕G0,

• G0 ⊕ imβ has the quotient order comming from G0 ⊕Gn.

We consider two such n-coe�cient complexes G and H isomorphic if there exist group
isomorphisms ϕ0, ϕ and ϕ1 making the following diagram commutative

G0
ρ //

ϕ0

��

Gn
β //

ϕ

��

G1

ϕ1

��
H0

ρ // Hn
β // H1

and which satisfy that ϕ0 ⊕ ϕ and ϕ0 ⊕ ϕ1 are order isomorphism, i.e. are positive and
have positive inverses.

Remark 7.3 One can of course de�ne a category of n-coe�cient complexes where the
morphisms are triplets (ϕ0, ϕ, ϕ1) making the above diagram commutative satisfying that
ϕ0⊕ϕ and ϕ0⊕ϕ1 are positive. This category seems a bit weird and one probably ought
to explore it thoroughly. For instance, if the map ϕ0 ⊕ ϕ1 is an order isomorphism and
ϕ0 ⊕ ϕ is positive, then automatically the map ϕ0 ⊕ ϕ is in fact an order isomorphism.

7.2 n-coe�cient complexes always split

As we will see, any n-coe�ecient complex splits, a fact that will come most useful to us.
To prove it, we will need to perform a certain amount of group theory. More precisely, we
will be needing the following result whose proof is taken from [Fuc70, 27.5]. Recall that a
subgroup H of an abelian group G is called pure in G if nG∩H = nH holds for all n ∈ N.
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A standard example of a pure subgroup is a direct summand. One easily veri�es that
being a pure subgroup is a transitive property; and when considering a homomorphism
ϕ : G1 → G2, one can show that if H is pure in G1 and H ⊇ kerϕ, then ϕ(H) is pure in
imϕ.

Proposition 7.4 If H is a bounded pure subgroup of the group G, then H is a direct
summand in G.

Proof. As H is bounded, {|h| | h ∈ H} is bounded, and we may hence prove the claim
by complete induction over max{|h| | h ∈ H}. Since H is a torsion-group it is the direct
sum of its p-components Hp = {h ∈ H | |h| = pk}, p running through the prime numbers,
cf. [Fuc70, 8.4]; and as H is bounded the p-components are direct sums of cyclic groups
Z/pk and there is a maximal order ql of the elements of the p-components, cf. [Fuc70,
17.2]. Let H1 denote the direct sum of those summands in Hq that are isomorphic
to Z/ql, and let K denote the sum of the rest of the summands along with the other
p-components so that H = H1 ⊕K and max{|k| | k ∈ K} < max{|h| | h ∈ H}.
Clearly H1 is pure in H, hence H1 is also pure in G as H is pure in G. As H1 is pure

in G and is the direct sum of cyclic groups Z/ql, it follows from lemma 7.5 that H1 is a
direct summand in G. Write G = H1 ⊕G1.
Consider G → G1 the projection to the second coordinate. Under this map, H is

mapped to K1 = H ∩G1 as H ⊇ H1. So as H is pure in G and contains the kernel H1,
K1 is pure in G1. And one sees that H = H1 ⊕K1. Since H1 ⊕K = H1 ⊕K1, K and
K1 are isomorphic as the direct sums are inner. Hence max{|k| | k ∈ K1} = max{|k| |
k ∈ K} < max{|h| | h ∈ H}, and by the induction hypothesis we conclude that K1 is a
direct summand in G1. Since H = H1 ⊕K1 and G = H1 ⊕G1, we conclude that H is a
direct summand in G. ♥

To prove the lemma from [Fuc70, 9.8-9&27.1], needed in the above proof, we will
be needing the concept of an H-high subgroup of G, H itself denoting a subgroup of
G. An H-high subgroup is the most obvious candidate for a subgroup K that satis�es
G = H⊕K. It is de�ned as a subgroup K of G that intersects H trivially and is maximal
in the sense that if K � K ′ ≤ G then K ′ ∩H 6= 0. Zorn's lemma ensures us that H-high
subgroups always exist.

Lemma 7.5 Let H be a direct sum of cyclic groups Z/pn where p is a prime number. If
H is a pure subgroup in G then H is in fact a direct summand in G.

Proof. As H is pure in G, pnG∩H = pnH = 0, so by standard use of Zorn's lemma one
can �nd an H-high subgroup K that contains pnG. We want to prove that G/(H ⊕K)
is trivial, and we do this by showing that it is both a torsion-group and torsion-free.
First we notice that G/(H ⊕ K) is a torsion-group. Let g ∈ G and assume that

g /∈ H ⊕ K. Since g /∈ K, Zg + K  K, hence (Zg + K) ∩ H 6= 0. I.e. there is some
h ∈ H such that h 6= 0 and h ∈ Zg +K; write h = lg + k. Since H ∩K = 0, l 6= 0; so as
lg = h− k ∈ H ⊕K, g + (H ⊕K) is a torsion element.
Now we notice that G/(H ⊕ K) is torsion-free. To see this, we prove that for all

prime numbers q, qg ∈ H ⊕ K implies g ∈ H ⊕ K for any g ∈ G. This might take
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awhile. Write qg = h + k. If q 6= p, then we have since H =
⊕
Z/pn an h′ ∈ H

such that ph′ = h. If q = p, we get since png = pn−1h = pn−1g and pnG ≤ K that
pn−1h ∈ H ∩K = 0, so as H =

⊕
Z/pn there is some h′ ∈ H such that ph′ = h. Now,

qg = qh′ + k hence q(g − h′) ∈ K. We will see that this implies that g − h′ ∈ H ⊕K,
whereby g ∈ H ⊕K follows. Assume that g − h′ /∈ K. Then since Z(g − h′) + K  K,
we have (Z(g−h′) +K)∩H 6= 0 and can �nd some nonzero h′′ ∈ H that may be written
h′′ = l(g − h′) + k′. Here (l, q) = 1 as elsewise q | l whereof l(g − h′) ∈ K and then
h′′ ∈ K follows but h′′ 6= 0 and H ∩K = 0. Write 1 = n1l+n2q as (l, q) = 1, and realise
that now g − h′ = (n1l + n2q)(g − h′) = n1h

′′ − n1k
′ + n2q(g − h′) ∈ H ⊕K. ♥

Observation 7.6 LetD denote anH-high subgroup inG. Then (H⊕D)/D is an essential
subgroup in G/D, and the short-exact sequence

0 // H
h7→h+D // G/D

g+D 7→g+(H⊕D) // G/(H ⊕D) // 0

splits if and only if G = H ⊕D.

Corollary 7.7 Considering any n-coe�cient complex G, the short-exact sequence

0 // G0/n
x+nG0 7→ρ(x) // Gn

β|G1[n]

// G1[n] // 0

splits.

Proof. Clearly n im ρ = 0 as e.g. nGn = 0, hence im ρ is bounded, so we need only to
show that im ρ is pure in Gn to conclude by 7.4 that im ρ is a direct summand in Gn
whereby it follows that the sequence splits.
Let m ∈ N and let us show that mGn ∩ im ρ ⊆ m im ρ. Let x ∈ Gn and assume

that mx ∈ im ρ. Write mx = ρ(y) for some y ∈ G0, and write (n,m) = an + bm with
a, b ∈ Z. As nx = 0, we see that (n,m)x = bmx = ρ(by), hence n

(n,m)by ∈ ker ρ = nG0.

Now, write n
(n,m)by = ny′ for some y′ ∈ G0, and notice as torG0 = 0 that this implies

that by = (n,m)y′. Clearly, mx = m
(n,m)(n,m)x = m

(n,m)ρ(by) = mρ(y′) ∈ m im ρ, as
desired. ♥

Remark 7.8 That K0(A;Z/n) and K0(A)/n ⊕ K1(A)[n] are isomorphic as groups, was
already known by the (unnatural) splitting of the UCT (2.11):

KK(In, A) = Ext1(Z/n,K0(A))⊕Hom(Z/n,K1(A)) = K0(A)/n⊕K1(A)[n]

as K∗(In) = 0⊕Z/n. And now, by 7.7 and 7.1, we conclude furthermore that the complex
K(A;n) splits for all real rank zero AD algebras A. A result one could also have obtained
by studying [Böd79] and [Böd80], however. One may then ask how K∗(A), none the less,
carries less information than K(A;n) does. The answer is that such a splitting doesn't
always respect the orders on K0(A;Z⊕ Z/n) and K∗(A).
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Observation 7.9 When considering a graded ordered group G0⊕G1 where G0 is unper-
forated and G0 ⊕ G1 is weakly unperforated and has the Riesz interpolation property,
one can always construct an n-coe�cient complex

G0
// G0/n⊕G1[n] // G1

simply by considering the canonical splitting maps x 7→ (x+nG0, 0) and (x, y) 7→ y, and
by equipping G0 ⊕ (G0/n⊕G1[n]) with the following order: (x1, x2 + nG0, y) ≥ 0 when
(x1, x2 + nG0) ≥ 0 and (x1, y) ≥ 0, the order on G0 ⊕ G0/n being the quotient order
inherited from G0 ⊕G0.
We will be using this constructing quite a bit, so unless otherwise speci�edG0/n⊕G1[n]

is implicitly equipped with the order de�ned above.

De�nition 7.10 Given an n-coef�cient complex G, a splitting map σ : G1[n] → Gn is
called positive if the map id⊕σ : G0 ⊕G1[n]→ G0 ⊕Gn is positive.

The following lemma tells us exactly when the graded ordered group G0 ⊕ G1 of a
given n-coef�cient complex G only occurs in one n-coef�cient complex.

Lemma 7.11 When considering an n-coe�cient complex G and a splitting

0 // G0/n
x+nG0 7→ρ(x) // Gn

β|G1[n]

// G1[n] //
σ

oo 0,

and then de�ning a map ϕ : G0/n⊕G1[n] → Gn as (x, y) 7→ ρ(x) + σ(y), then id⊕ϕ is
an order isomorphism exactly when the splitting map σ is positive.

Proof. Consider the diagram

G0
n // G0

// G0/n⊕G1[n]

ϕ

��

// G1
n // G1

G0
n // G0

ρ // Gn
β // G1

n // G1,

notice that it is constructed to commute, and realise that it then follows from the Five
Lemma that ϕ is bijective.
If id⊕ϕ is an order isomorphism, it is especially positive. Hence, when (x, y) ≥ 0 one

gets as (x, nG0, y) ≥ 0 that (x, σ(y)) = (x, ϕ(nG0, y)) ≥ 0, i.e. id⊕σ is positive.
On the other hand, assume that id⊕σ is positive. If (x1, x2 = nG0, y) ≥ 0, then by

de�nition (x1, x2 + nG0) ≥ 0 and (x1, y) ≥ 0, hence (x1, ρ(x2)) ≥ 0 as G0 ⊕ im ρ has the
quotient order and (x1, σ(y)) ≥ 0 as id⊕σ is positive. AsG0⊕Gn is a graded orded group,
we may conclude that (x1, ϕ(x2 +nG0, y)) = (x1, ρ(x2)+σ(y)) ≥ 0, i.e. id⊕ϕ is positive.
If on the other hand (x1, ϕ(x2 +nG0, y)) ≥ 0, then (x1, y) = (x1, βϕ(x2 +nG0, y)) ≥ 0 as
G0 ⊕ imβ has the quotient order. As id⊕σ is positive we get that (x1, σ(y)) ≥ 0, so as
(x1, ρ(x2) + σ(y)) = (x1, ϕ(x2 + nG0, y)) ≥ 0 and as G0 ⊕Gn is a graded ordered group
we get that also (x1, ρ(x2)) ≥ 0, hence (x1, x2 + nG0) ≥ 0 as G0 ⊕ im ρ has the quotient
order. I.e. (x1, x2 + nG0, y) ≥ 0 as desired, hence we may conclude that also (id⊕ϕ)−1

is positive. ♥
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7.3 Reduction results

It was shown in [Eil97] that the reduced invariant (K∗(−),K∗(−)+,Σ(−)) is strongly
complete for the class of real rank zero AD algebras with �nitely many ideals. The
strategy of proof is to construct a splitting of K(A;∞) that respects the ideals of A in
such a way that the splitting map is positive.
We try to copy this, but do so on the level of n-coef�cient complexes, heavily relying

on the range result 7.1, thus making some shortcuts.

Observation 7.12 Consider two AD algebras A and B with isomorphic ordered K∗-
groups, and denote the isomorphism (ϕ0, ϕ1) : K∗(A) → K∗(B). Consider the two n-
coe�cient complexes K(A;n) and K(B;n) and assume that for each of them one can
�nd positive splitting maps. By considering the from the construction of 7.11 arrising
diagram

K0(A)
ρ // K0(A;Z/n)

β // K1(A)oo

K0(A)

ϕ0

��

// K0(A)/n⊕K1(A)[n]

∼=

OO

//

ϕ0⊕ϕ1

��

K1(A)

ϕ1

��
K0(B) // K0(B)/n⊕K1(B)[n]

∼=
��

// K1(B)

K0(B)
ρ // K(B;Z/n)

β // K1(B)oo

and noticing that by construction the map K0(A)/n⊕K1(A)[n]→ K0(B)/n⊕K1(B)[n]
is an order-isomorphism, one sees that the isomorphism between K∗(A) and K∗(B) can
be expanded to an isomorphism between K(A;n) and K(B;n), as a consequence of 7.11.

Ergo, the invariant K(A;n) carries more information about A than the invariant
(K∗(A),K ∗(A)+,Σ(A)) does exactly when the n-coef�cient complex K(A;n) doesn't
permit a positive splitting.

Observation 7.13 Consider an n-coef�cient complex G and assume that G1 is torsion-
free. As G1[n] = 0, β = 0 and the map σ = 0 is a positive splitting of G, and id⊕ρ is an
order-isomorphism between G⊕G0/n and G0 ⊕Gn.
Now consider two real rank zero AD algebras A and B with K1(A) and K1(B) being

torsion-free, and assume that a positive isomorphism (ϕ0, ϕ1) : K∗(A) → K∗(B) (with
ϕ0(Σ(A)) = Σ(B)) is given. As (ϕ0, ϕ0⊕ϕ1, ϕ1) : K(A; 2)→ K(B; 2) is an isomorphism,
we can by 6.8 �nd an isomorphism α : A → B such that K(α; 2) = (ϕ0, ϕ0 ⊕ ϕ1, ϕ1), in
particular K∗(α) = (ϕ0, ϕ1). I.e., we see that the invariant (K∗(−),K∗(−)+,Σ(−)) is
strongly complete for the class of real rank zero AD algebras with torsion-free K1(−).
Recall that the AT algebras have torsion-free K1(−) as K(C(S1)) = Z is torsion-free;
thus the AT algebras are classi�ed by ordered K-theory.
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To describe how the ideal structure of a real rank zero AD algebra A a�ects the order
structure of K0(A), we need the notion of order-ideals.
An order-ideal I in an ordered group (G,G+) is a subgroup I of G satisfying that

I = I+ − I+ (where I+ = I ∩ G+) and having the hereditary property that if g ∈ G
satisfy 0 ≤ g ≤ i for some i ∈ I, then g ∈ I. Being an order-ideal is a transitive property,
i.e. if I1 is an order-ideal in I2 and I2 is an order-ideal in G, then I1 is an order-ideal in
G.

Example 7.14 Consider an ordered group (G,G+) and x ∈ G+. Then I(x) = {x′ ∈ G |
∃n ∈ N : −nx ≤ x′ ≤ nx} is the ordered ideal generated by x, i.e. the smallest order
ideal containing x. One readily checks that I(x) is an order ideal containing x. To see
that I(x) is the smallest such, we consider another order ideal I containing x. Given
x′ ∈ I(x) we can write −nx ≤ x′ ≤ nx for some n ∈ N, hence 0 ≤ x′ + nx ≤ 2nx, so as
2nx ∈ I, x′ + nx ∈ I, hence x′ ∈ I follows as nx ∈ I.

When the C∗-algebra A is σ-unital and of real rank zero and stable rank one, then,
according to [Zha90, 2.3], there is an order-isomorphism between the lattice of ideals of
A and the lattice of order-ideals in K0(A), given by I 7→ im K0(ι) where ι : I → A is the
inclusion map.

Remark 7.15 The invariant considered in [ET] carries another order on the groups
K0(A;Z⊕Z/n) and K∗(A) than the ones de�ned in 4.4 and 4.1, namely the ones de�ned
as follows: an element (x, y) ∈ K∗(A) is positive exactly when x ≥ 0 and y ∈ im K1(ι)
where ι : I → A is the inclusion of the unique ideal I of A that satisfy im K0(ι) = I(x),
and similarly (x, z) ∈ K0(A;Z⊕ Z/n) is positive when z ∈ im K0(ι;Z⊕ Z/n).
According to [EE03], the ideal-basered ordering and the ordering de�ned in 4.4 and 4.1

coincide when A has real rank zero and stable rank one. And it was shown in [DE98, 5]
that when considering real rank zero AD algebras A and B, then a morphism (ϕ0, ϕ, ϕ1)
from the complex K(A;n) to the complex K(B;N) is positive with respect to the ideal-
based orders exactly when it is positive with respect to the orders de�ned in 4.4 and 4.1.
Ergo, the invariant of [ET] is not the same as the one from the previous sections, but it
is complete because the invariant of the previous sections is.

Proposition 7.16 Consider an n-coef�cient complex G. If G0 has no nontrivial order-
ideals, then there exists a positive splitting of G.

Proof. According to 7.7 at least one splitting map σ exists. And we now show that any
such splitting map σ will be positive: Let (x, y) ∈ G0⊕G1[n] and assume that (x, y) ≥ 0.
If x = 0 then y = 0 as (x, y) then is a positive torsion-element, and (x, σ(y)) ≥ 0 is then
obvious. If x > 0 we have to put a tiny bit of e�ord into it. We know since (x, y) ≥ 0 and
since G0 ⊕ imβ has the quotient order arrising from G0 ⊕Gn, that we can �nd z ∈ Gn
such that (x, z) ≥ 0 and β(z) = y. Then, σ(y) − z ∈ kerβ = im ρ, hence we can �nd
w ∈ G0 such that ρ(w) = σ(y) − z. As G0 has no nontrivial order-ideals, G0 ⊕ G0 has
the strict order arrising from G0, hence (x,w) ≥ 0 as x > 0, and therefore (x, ρ(w)) ≥ 0.
Therefore (x, σ(y)) = (x, z + ρ(w)) ≥ 0 as (x, z) ≥ 0 and (x, ρ(w)) ≥ 0 and as G0 ⊕Gn
is a graded ordered group. ♥
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Lemma 7.17 Let G be an n-coef�cient complex and let I0 denote an order-ideal of G0.
Then the subcomplex

I0
n // I0

ρ|InI0 // In
β|I1In // I1

n // I1

where

In = {z ∈ Gn | ∃x ∈ I0 : (x, z) ≥ 0}, I1 = {y ∈ G1 | ∃x ∈ I0 : (x, y) ≥ 0},

is an n-coef�cient complex.

Proof. First of all we have to verify that the complex is well-de�ned, i.e. that In and I1

are groups and that ρ(I0) ⊆ In and β(In) ⊆ I1. As G0 ⊕ Gn and G0 ⊕ G1 are graded
ordered groups, In and I1 are groups, and one easily checks that I0 ⊕ In and I0 ⊕ I1 are
ordered groups as I0 is. Given x ∈ I0, then clearly (x, x) ≥ 0 as x ∈ I(x), so as id⊕ρ is
positive, (x, ρ(x)) ≥ 0, hence ρ(x) ∈ In as x ∈ I0. And given z ∈ In, we take an x ∈ I0

such that (x, z) ≥ 0, and as id⊕β is positive, we see that (x, β(z)) ≥ 0, hence β(z) ∈ I1

as x ∈ I0.
As for exactness in I0, we see that ker(ρ|InI0 ) = ker ρ ∩ I0 = nG0 ∩ I0 = nI0 where the

last equality follows from the fact that I0 is an order-ideal in G0: given g ∈ G0 satisfying
ng ∈ I0 we may write ng = i1 − i2 with i1, i2 ∈ I+

0 , so as ng ≤ i1 ≤ ni1 we see that
nh ≥ 0 where h = i1 − g, ergo h ≥ 0 as G0 is unperforated, and h ∈ I0 follows as I0 is
an order-ideal in G0, ergo g = i1 − h ∈ I0.
Similarly, we obtain exactness in In by seeing that ker(β|I1In) = kerβ∩ In = im ρ∩ In =

ρ(I0) where the nontrivial part of the last equality is obtained as follows: given x ∈ G0

such that ρ(x) ∈ In we get by de�nition of In a x′ ∈ I0 such that (x′, ρ(x)) ≥ 0, and
as G0 ⊕ im ρ has the quotient order arrising from id⊕ρ, we �nd a x′′ ∈ G0 such that
(x′, x′′) ≥ 0 and ρ(x′′) = ρ(x); as (x′, x′′) ≥ 0, we see that x′′ ∈ I(x′) where I(x′) ⊆ I0 as
x′ ∈ I0, hence ρ(x) = ρ(x′′) ∈ ρ(I0).
Finally, exactness in I1 is obtained as I1[n] = G1[n] ∩ I1 = imβ ∩ I1 = β(In) where

the nontrivial part of the last equality is obtained as follows: given z ∈ Gn such that
β(z) ∈ I1, we take a x ∈ I0 such that (x, β(z)) ≥ 0, and as G0 ⊕ imβ has the quotient
order from id⊕β we get a z′ ∈ Gn such that (x, z′) ≥ 0 and β(z′) = β(z), and we see
that z′ ∈ In as (x, z′) ≥ 0 and conclude that β(z) = β(z′) ∈ β(In).
Now, I0⊕ In and I0⊕ I1 are graded ordered groups as they are subgroups of such, and

they restrict to the same order on I0 as G0⊕Gn and G0⊕G1 restrict to the same order
on G0.
Notice that I0 ⊕ I1 is an order-ideal in G0 ⊕G1: given (x, y) ∈ G0 ⊕G1 and (x′, y′) ∈

I0⊕I1 such that 0 ≤ (x, y) ≤ (x′, y′), we have in particular that 0 ≤ x ≤ x′, hence x ∈ I0

as I0 is an order-ideal in G0, and then y ∈ I1 follows as (x, y) ≥ 0, ergo (x, y) ∈ I0 ⊕ I1.
Using this, we see that I0⊕I1 has the Riesz interpolation property as G0⊕G1 has: given
xi, yj ∈ (I0 ⊕ I1)+ that satisfy x1 + x2 = y1 + y2 we get zij ∈ (G0 ⊕ G1)+ such that
xi = zi1 + zzi2 and yj = z1j + z2j , and as 0 ≤ zij ≤ xi and xi ∈ I0 ⊕ I1, zij ∈ I0 ⊕ I1

holds.
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Clearly, I0 is unperforated as G0 is. And, we see that I0 ⊕ I1 is weakly unperforated
as G0 ⊕ G1 is: if (x, y) ∈ I0 ⊕ I1 satisfy m(x, y) ≥ 0, we use that G0 ⊕ G1 is weakly
unperforated to �nd a t ∈ G1[m] such that (x, y + t) ≥ 0, so as x ∈ I0 we get y + t ∈ I1,
hence t ∈ I1[m] holds.
Finally, we check that I0 ⊕ ρ(I0) and I0 ⊕ β(In) has the quotient orders arrising from

id⊕ρ resp. id⊕β. As id⊕ρ and id⊕β are positive, we need only check that positive
elements may be lifted to positive elements. Given (x, z) ∈ I0 ⊕ ρ(I0) with (x, z) ≥ 0,
we can �nd a x′ ∈ G0 such that (x, x′) ≥ 0 and ρ(x′) = z, and as (x, x′) ≥ 0 we see
that x′ ∈ I(x) where I(x) ⊆ I0 as x ∈ I0, hence x

′ ∈ I0 as desired. Similarly, given
(x, y) ∈ I0 ⊕ β(In) with (x, y) ≥ 0, we take a z ∈ Gn with (x, z) ≥ 0 and β(z) = y, and
notice that z ∈ In as x ∈ I0. ♥

Lemma 7.18 Consider an n-coef�cient complex G and an order-ideal I0 in G0, and de�ne

In = {z ∈ Gn | ∃x ∈ I0 : (x, z) ≥ 0}

as in 7.17. Then there exist subgroups D′ and D of G0 satisfying

In = ρ(I0)⊕D′, Gn = im ρ⊕D, D′ ⊆ D.

Proof. By 7.7 we can �nd a subgroup D′ ⊆ In satisfying ρ(I0)⊕D′ = In. As im ρ∩ In =
ρ(I0), D′ ∩ im ρ = 0 and we can therefore �nd an im ρ-high subgroup D of Gn that
contains D′. As Gn, as well as its subgroups, is the direct sum of its p-components,
it su�ces to show that Gn = im ρ ⊕ D holds when Gn is a p-group. When pGn = 0
this follows from 7.6 as all Z/p-modules are free and all short-exact sequences over Z/p
therefore splits. The general case pmGn = 0 is then done by induction over m. ♥

Proposition 7.19 Consider an n-coef�cient complex G. If G0 has exactly one nontrivial
order-ideal, then there exists a positive splitting of G.

Proof. Let I0 denote the nontrivial order-ideal of G0, and de�ne

In = {z ∈ Gn | ∃x ∈ I0 : (x, z) ≥ 0}, I1 = {y ∈ G1 | ∃x ∈ I0 : (x, y) ≥ 0}

and let I denote the resulting n-coef�cient complex

I0
n // I0

ρ|InI0 // In
β|I1In // I1

n // I1

as in 7.17. By 7.18 there exist splitting maps σ′ and σ that makes also the dotted squares
in the diagram

0 // ρ(I0) //

��

In
//

��

I1[n]
σ′

oo //

��

0

0 // im ρ // Gn
// G1[n]

σ
oo // 0
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commute, the vertical maps being the inclusions. As a nontrivial order-ideal in I0

would be a nontrivial order-ideal in G0 other than I0, I0 has no nontrivial order-ideals,
hence 7.16 assures us that the splitting map σ′ is positive.
We can now show that the splitting map σ is positive. Let (x, y) ∈ G0 ⊕ G1[n] and

assume that (x, y) ≥ 0. If x ∈ I0, then y ∈ I1 per de�nition of I1, hence (x, σ(y)) =
(x, σ′(y)) ≥ 0.
If x /∈ I0 then I(x) = G0, so (x, x′) ≥ 0 holds for any x′ ∈ G0. As (x, y) ≥ 0, we can

�nd a z ∈ Gn satisfying (x, z) ≥ 0 and β(z) = y. As σ(y)− z ∈ kerβ = im ρ, we can �nd
x′ ∈ G0 satisfying σ(y) = z + ρ(x′). As (x, x′) ≥ 0, (x, ρ(x′)) ≥ 0, so as (x, z) ≥ 0 and
G0 ⊕Gn is a graded ordered group, (x, σ(y)) ≥ 0 follows. ♥

Corollary 7.20 The invariant (K∗(−),K∗(−)+,Σ(−)) consisting of ordered K∗(−) to-
gether with the scale Σ(−) is a strongly complete invariant for the class of real rank zero
AD algebras that have bounded torsion in K1(−) and have atmost one nontrivial ideal.

Proof. As all AD algebras have stable rank one, a real rank zero AD algebra A has atmost
one nontrivial ideal exactly when K0(A) has atmost one nontrivial order-ideal. Given real
rank zero AD algebras A and B with bounded torsion in K1(A) and K1(B) and a scale-
and order-isomorphism (ϕ0, ϕ1) from K∗(A) to K∗(B), the existence of an isomorphism
α : A → B satisfying K∗(α) = (ϕ0, ϕ1) follows from 7.16 and 7.19 by considering an n
su�eciently large to kill the torsion in K1(A) and K1(B) and then combining 6.8 and
7.12, as in 7.13. ♥

Remark 7.21 The article [ET] also contains a range result for the invariant K(−;∞).
It seems possible, by the exact same methods as above, to use this range result instead,
together with the strong completeness ofK(−;∞), to get rid of the condition on tor K1(−)
in 7.20.

7.4 Irreducibility of K(−;n)

In [Eil95] and [DE99], examples are constructed to show that the invariant K(−;n)
cannot be reduced.
For instance, to show necessity of the Bockstein map βn in [DE99], nonisomorphic real

rank zero AD algebras A and B are constructed such that n tor K1(A) = 0 and such
that there exist isomorphisms ϕ0 : K0(A) → K0(B), ϕ : K0(A;Z/n) → K0(B;Z/n) and
ϕ1 : K1(A)→ K1(B) satisfying that the diagram

K0(A)
ρAn //

ϕ0

��

K0(A;Z/n)

ϕ0

��
K0(B)

ρBn // K0(B;Z/n)

commutes and that ϕ0 ⊕ ϕ and ϕ0 ⊕ ϕ1 are order-isomorphisms.
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It must be possible to show irreducibility of the invariant via the range result 7.1.
To show necessity of the Bockstein map βn, for instance, it will su�ce to construct an
n-coef�cient complex G that omits a map β′ : Gn → G1 that makes

G0
n // G0

ρ // Gn
β′ // G1

n // G1

an n-coef�cient complex G′ and doesn't admit an isomorphism (ϕ0, ϕ, ϕ1) between G
and G′. Because then by 7.1, real rank zero AD algebras A and B with K(A;n) = G
and K(B;n) = G′ exist.
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Addendum

There was a slight error in the proof of lemma 7.18. A corrected proof here follows.

Observation 7.22 For any n, Z/n is an injective Z/n-module. To see this, we use Baer's
criterion, so let a be an ideal in Z/n and let ϕ : a → Z/n be some homomorphism. By
Noether's isomorphisms a = m(Z/n) for some m dividing n. As n

mϕ(m) = 0, it follows
that m divides ϕ(m) and we may therefore expand ϕ to a map Z/n→ Z/n by 1 7→ ϕ(m)

m .
As the ring Z/n is Noetherian, we have now shown that Z/n is quasi-Frobenius.

The following proof is inspired by [Fox04, 18.23 & 20.16 & 20.18].

Lemma 7.23 Given a torsion-free group G, G/n is an injective Z/n-module.

Proof. We may identify G/n with Z/n⊗G. As we use Baer's criterion, we let an ideal a

in Z/n be given and let ι : a→ Z/n denote its embedding into Z/n, and desire to proof
surjectivity of Hom(ι,Z/n⊗G).
De�ne functors S and T by S = Hom(−,Z/n ⊗ G) and T = Hom(−,Z/n) ⊗ G, and

notice that we have a natural transformation Θ: T → S de�ned on a group A by

ΘA : T (A)→ S(A)
ϕ⊗ g 7→ (a 7→ ϕ(a)⊗ g)

and satisfying that ΘZ/n is an isomomorphism.
By Noether's isomorphisms a = m(Z/n) for some m dividing n, so we may consider

the following presentation of a

Z/n
n
m // Z/n m // a // 0

and by applying the functors S and T we obtain the following commuting diagram

S(Z/n) S(Z/n)oo S(a)oo 0oo

T (Z/n)

ΘZ/n∼=

OO

T (Z/n)oo

ΘZ/n∼=

OO

T (a)oo

Θa

OO

0oo

where the top row is exact as the functor S is left-exact, while the bottom row is exact
as T is an exact functor of Z/n-modules since Hom(−,Z/n) by 7.22 is an exact functor
of Z/n-modules and −⊗G is an exact functor of Z-modules. By applying Five Lemma
we obtain that Θa is an isomorphism.
As T is an exact functor of Z/n-modules, T (ι) is surjective, hence S(ι) = ΘaT (ι)(Θa)−1

is also surjective, as desired. ♥

Corollary 7.24 For any n-coef�cient complex G, im ρ is an injective Z/n-module.
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Remark 7.25 Any Z-homomorphism between Z/n-modules is a Z/n-homomorphism,
and any Z/n-homomorphism is a Z-homomorphism. As Gn is a Z/n-module for any
n-coef�cient complex G, if follows immediately from 7.24 that n-coef�cient complexes
split. Hence, the hard work that was done to establish 7.7 has been a waste of time.

Lemma 7.18 Consider an n-coef�cient complex G and an order-ideal I0 in G0, and de�ne

In = {z ∈ Gn | ∃x ∈ I0 : (x, z) ≥ 0}

as in 7.17. Then there exist subgroups D′ and D of G0 satisfying

In = ρ(I0)⊕D′, Gn = im ρ⊕D, D′ ⊆ D.

Proof. By 7.17 and 7.7 we can �nd a subgroup D′ ⊆ In satisfying ρ(I0) ⊕D′ = In. As
im ρ∩In = ρ(I0), D′∩ im ρ = 0 and we can therefore �nd an im ρ-high subgroup D of Gn
that contains D′. As im ρ by 7.24 is an injective Z/n-module, any short-exact sequence
of Z/n-modules with im ρ appearing as the left-most module will split. Hence it follows
from 7.6 that im ρ⊕D = Gn. ♥
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